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and Professor of Aerospace Engineering, 

Department of Aerospace Engineering, 
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Fluid Dynamics of Inducers— 
A Review 
The objective of this paper is to review the experimental and analytical in­
vestigations on the fluid dynamic aspects of noncavitating inducers. Various 
analyses available for the prediction of the flow field, starting from the simple 
radial equilibrium analysis to the numerical solution of exact three-dimensional 
inviscid and viscid flow equations, are reviewed. The experimental data on the 
overall inducer performance, rotor blade passage measurements, and boundary 
layer on rotor blades are critically examined. Some of the available data have been 
reinterpreted to provide suitable guidance to the designer. The review and the 
concluding remarks include a global view of the state-of-the-art and applicability of 
the research to design, and some viewpoints on the analysis and design of inducers. 

1 Inducers 

Inducers are employed in rocket pump feed systems, water 
jet propulsion, centrifugal impeller, and various other ap­
plications. The aerospace industry has made substantial 
contribution to the current state-of-the-art of inducers used in 
rocket pump feed systems [1-3]. The inducer technology had 
found new application in the commerical market, such as 
high-speed ships (in excess of 50 knots) [4, 5], and auxiliary 
power units for aircraft [6]. Inducers are also used in cen­
trifugal impellers and aircraft fuel feed systems. 

The turbopumps used in liquid rocket feed systems operate 
at high speeds so as to minimize weight and size of the 
system - an important design criteria for an aerospace vehicle. 
Conventional pumps cavitate at suction-specific speeds (SS) in 
excess of 8000. The need to increase the speed led to the 
development of a cavitation-resistant inducer, which is 
essentially an axial-flow pump with high-solidity blades used 
in front of the main pump. The value of the suction specific 
speed (SS) can be improved by fitting the inducer blade to the 
pump, thus decreasing the pump size for application in water 
jet propulsion of ships, hydrofoil craft, chemical pumps, and 
rocket turbopumps. 

The inducer usually contains fewer blades (usually 3 to 4) 
than conventional pumps. Long and narrow passages provide 
the time and space for the collapse of the cavitation bubbles 
and for the gradual addition of energy. The blades in most 
practical inducers used in rocket pumps wrap around almost 
360 deg. The purpose of the inducer is to pressurize the flow 
sufficiently to enable the main pump to operate satisfactorily. 
The physical reasoning for the selection of such un­
conventional pumps is described by Acosta [7]. Inducers have 
operated successfully at suction-specific (SS) speeds in excess 
of 70,000. Various types of inducers used in rocket ap­
plication are described in [8] and shown in Fig. 1. A design 
and performance summary of typical rocket pump inducers is 
tabulated in [8]. 

The major characteristic features of the inducer are low 
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(e) High-head inducer with 
cylindrical t ip , tapered 
hub. 

(b) Low-head inducer with 
cylindrical t i p , tapered 
hub. 

(d) Low-head inducer, 
shrouded. 

( f ) High-head inducer with 
tapered tip and hub. 

(g) Hubless inducer. ( h ) Tandem-bladed inducer. 

Fig. 1 Basic inducer types (updated version of reference [1]) 

flow coefficient (0.05 to 0.2), large stagger angle (70 to 85 
deg), and high-solidity blades (few blades of very long chord 
length as opposed to short chords of a many-bladed corn-
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Fig. 2 Photograph of the low pressure oxidizer turbopump inducer
impeller used in space shuttle main engine ¢ '" 0.07, 55 = 70,000
(photograph courtesy of Rocketdyne Division of Rockwell Corporation)

pressor rotor) of little or no camber. The resulting con­
figuration, even though beneficial from the point of view of
cavitation, results in highly viscous, turbulent, and, almost
invariably, fully developed flow inside these passages. This
results in a large departure from indealized and design fluid
dynamic performance. The inducers for pumps are designed
to keep the cavity thickness to a minimum and provide part of
the pressure rise (as high as 6000 psi in space shuttle engines).
Extreme compactness and light weight are required to obtain
the maximum payload in the rocket vehicle. The light weight
is achieved by high rotational speeds. The low pressure
oxidizer turbopump inducer used in the space shuttle main
rocket engine (470,000 lb thrust each) is shown in Fig. 2. The
turbomachinery (oxidizer, fuel pumps, and turbines) in the
space shuttle engine has the highest power-to-weight ratio
(75,840 hp with a weight of 760 Ib) of any turbomachinery
known. Details of this engine can be found in [2] and [3].

In view of these cavitation requirements, the blades are
designed to be very thin and the passages very long. Jakobsen
[8] provided the most comprehensive review of the rocket
pump inducer design, with specific details on the blading and
passage design, including hub size and shape, inlet diameter
and contour, blade profile, leading edge, sweep, cant, lead,
thickness of blades, solidity, and other aspects. Details of the
design can be found in references [2-16]. Ross and Benerian
[14] provided the analytical base for the design of inducers.

---- Nomenclature

2 Scope of This Review and Nature of Flow Field

The investigations reviewed [1-73] here are mainly con­
cerned with the effect of viscosity, not the effects of
cavitation. The papers dealing with cavitation and cavitation­
induced instability are listed under "uncited bibliography"
[75-113] at the end of the paper.

In any research involving an understanding of the complex
flow phenomena in a real evironment, one has to resort to a
"building block approach" and study the phenomena in­
dividually first and collectively later. This is the only ap­
proach that will lead to eventual solution and improvement of
the flow in inducers. Inducer flow are dominated by viscous
and turbulence effects and cavitation. The regions in which
the primary or inviscid flow exists are very small. Therefore,
the group at Penn State studied one aspect of this complex
machinery, viscous and turbulent flow, in great detail. A
thorough understanding of the viscous and turbulent effects
only (in the absence of cavitation) will eventually lead to
better design (e.g., viscous design), a more systematic ap­
proach, and an understanding of this complex flow. The
objective of this review is to review all aspects of this viscous
flow phenomenon so that the designers and analysts in in­
dustry can include these effects in a systematic manner. This
will also lay the ground work for the future investigation of
the flow field inside the rotor passages of a cavitating inducer.

The experimental aspects of cavitation in inducers are not
reviewed in this paper as the information available on this
topic is related mainly to the overall performance and
visualization of the cavitation phenomena [75-95]. The work
on unsteady cavitation and stability of inducers has been
reviewed by Greitzer [113]. The analytical part of the
cavitating flow is incorporated in section 3 of this paper.
Hopefully, this review paper will stimulate a systematic in­
vestigation of the research, such as the Penn State effort, to
study the detailed flow phenomena in cavitating inducers. The
availability of nonintrusive measurement technique (laser
doppler velocimeter) would make such a study an attractive
one at the present time. This review paper, as well as Penn
State's work on inducers, will then form important ground
work for such a study.

A review of the experimental data acquired inside the
passage and at the exit of the rotor, tested with air and water,
is covered. Various analytical, numerical analyses available
for the prediction of the flow field are described. Attempts are
made to emphasize significance and application of these
results to inducer design. Advantages of tandem and hubless
inducers are also briefly discussed. There has been no state-of­
the-art review on fluid dynamic aspects of inducers and,
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Fig. 3 Nature of flows in inducers 

therefore, a review of this field is long overdue. This is the 
major objective of the paper. 

The mechanism by which the stagnation-static-pressure rise 
takes place in inducers is due to a curious combination of 
inviscid turning effects and shear forces. While the former has 
a dominant influence in conventional machinery such as 
compressors and pumps, the shear forces dominate the flow 
in inducers, at least near the tip. The viscous and turbulence 
effects in these blade rows are not confined to thin regions at 
the blades and in the end zones, but extend over the entire 
cross section of the flow. It is hoped that the data, analysis, 
and correlations reviewed in this paper will serve to establish 
analytical methods for the analysis and modeling of tur-
bomachinery flows dominated by viscous, turbulent, and 
secondary flow effects and under conditions where the real 
fluid effects are at least as important as the ideal effects which 
form the basis of the existing design. 

The boundary layers that develop on the blades of rotating 

machinery such as compressors, pumps, inducer, propellers, 
and turbines are not two-dimensional. The rotation of the 
blade produces spanwise flow, resulting in a skewed or three-
dimensional boundary layer. The extent of three-
dimensionality depends on the angular velocity, flow coef­
ficient, space/chord ratio, aspect ratio, stagger angle of the 
blade, etc. A basic understanding of the effects of centrifugal 
and Coriolis forces on the boundary-layer behavior is 
essential for the improved analysis and performance of such 
rotating fluid machinery. The radial flow inside the boundary 
layer, when encountered by the annulus wall, produces a 
complex flow near the tip, resulting in radially inward flow. 
These and other interaction effects result in extremely 
complex boundary-layer characteristics, as shown in Fig. 3. It 
is one of the additional objectives of this paper to review the 
state-of-the-art of the understanding of boundary-layer 
phenomena on these inducer blades. 

3 Analysis of the Inducer Flow Field 

Many of the analyses carried out for the prediction of the 
inducer flow field are equally applicable to both cavitating 
and noncavitating flow; hence, a brief review of the two-
phase flow analysis is included, even though this paper 
primarily is restricted to noncavitating flows. The reader is 
referred to books by Horlock [44], Wislicenus [45], and Vavra 
[46] for several techniques available for the prediction of 
inviscid flow fields in axial flow turbomachinery. These 
techniques are equally applicable in the computation of in­
viscid flow fields in inducers. A word of caution is in order. 
The inducer flow field is dominated by viscous and turbulence 
effects and, therefore, the inviscid theories are at best 
qualitative. 

The analyses available can be classified as: 

1 Analyses based on simplified radial equilibrium (Vr = 
Wr = 0) and Euler's equation. 

2 Meridional flow solution including viscous effects. 
3 Approximate viscid analysis based on shear pumping 

effect. 
4 Three-dimensional inviscid analyses (exact). 
5 Three-dimensional viscid analysis. 

3.1 Analyses Based on Simplified Radial Equilibrium 
Analysis and Euler's Equation. In this section, the analyses 
based on one- and two-dimensional blade-to-blade solutions, 
coupled with the complementary solution based on the 
simplified radial equilibrium (Vr = Wr = 0) analyses, are 
described. 

Earlier analyses [14, 48-55] were mainly concerned with the 

Nomenclature (cont.) 
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Fig. 4 Predicted radial variation of outlet axial velocity for the Penn 
State four-bladed inducer [52,71] 

calculation of the pressure head rise characteristics using one-
dimensional equations. The analyses are mainly based on the 
Euler's equation, with the tangential velocity computed from 
the inlet and outlet blade angles. Mirolyubov [48] allowed for 
the losses in the channel through an empirical loss based on 
the friction loss in a pipe. Similar analysis was carried out by 
Dumov [49]. They both conducted a series of experiments (in 
water and fuel) with space/chord ratios varying from 0.70 to 
1.5, and correlated these results and the analysis to prove that 
the ratio of actual to theoretical head rise is given by (for the 
rangeof valuesof k = 0.2to0.8): 

1 HA 

Hi 0.4 + (S/Q V (S/o) (1) 

where k = V,„2 /Ur tan/3 is the meridional velocity, and /3 is 
the helix angle. The equation is valid for a flat-plate helical 
inducer (r tan/3 = const). 

The theoretical head rise was calculated using a simplified 
radial equilibrium equation (dp/dr = p V\/f) and the Euler's 
equation (H = U VB/g). The theoretical head is predicted to 

° zm 
where kx and k2 are functions of rh,rt, andL. The measured 
data shows good agreement with equation (1). It should be 
remarked here that the theory is based on two-dimensional 
flows, while the correlation (equation (1)) based on the ex­
perimental data includes the three-dimensional effects. The 
good agreement between predictions and data may be 
somewhat fortuitous. 

Some of the early work in this area is due to Rains [51]. His 
analysis is valid for a flat-plate helical inducer (r tan/3 = 
const) with a constant hub/tip ratio, without any inlet swirl. 
The outlet flow angle is assumed to be equal to the blade 
angle, and the flow is assumed to be in simple radial 
equilibrium (Vr = Wr = 0). The axial velocity predicted from 
this analysis is given by 

Vz R2tan(3,+C 
~U7~ #2+tan2/3, 

The continuity equation is used to evaluate the constant C. 
Two expressions are given for the head rise coefficient (ipE), 
one based on the area-averaged values of \j/{r) and the other 
based on the flow averaged quantity. The agreement between 

Developed View of 
Sections 1,4,7 

Fig. 5 Inducer geometry, coordinate system, and grid for numerical 
analysis 

the experiments of Newoz [53] and Rains is found to be poor 
at off-design conditions where hub flow shows to tendency to 
separate. 

Analyses similar to Rain's have been carried out by 
Huppert [47] and Montgomery [55]. The latter included the 
viscous effects (through constant as well as radially varying 
loss correlations) and provided a comprehensive set of 
predictions for various inducers tested at the NASA Lewis 
Research Center [17-20]. The analysis [55] included inducers 
with varying hub/tip ratios, radially constant loss correlation, 
and radially varying loss correlation. The analysis is valid for 
a flat-plate helical inducer. Unlike Rain's [51], Montgomery's 
analysis included the effects of the deviation angle. 

The simplified radial equilibrium equation, in combination 
with the integral form of the continuity equation, is used to 
derive an expression for the radial distribution of the axial 
velocity at various off-design conditions for the four-bladed 
inducer used in Penn State's investigation [31]. It is an ex­
tension of Huppert's [47] analysis for a flat-plate inducer, 
where r tan /3 = constant. This has been extended in reference 
[52] for an inducer based on aerodynamic design [31], where 
r2 tan /3 is nearly constant. The axial velocity distribution for 
this case is given by 

*2 --H Ym + 
tan 13, 

(R2-RI)] (3) 

V„ 2KY, r (R/Y)dR 

-2tan/3,/4>[^' (Ri/Y)dR-R2
m\R (R/Y)dR\ 

where<j> = V /Or,, Y = (tan2 ft+/?4)3 
(4) 

Ym = (tan2 /3, + R*m)"<, rm = V(r?+r*)/2 

k is a blockage factor to allow for blade thickness and 
boundary-layer growth, and Vz is the axial velocity at the 
hydraulic mean radius, rm. 

For any given flow coefficient, Ki/Vzm is calculated using 
equation (4), which is then substituted in equation (3) to 
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predict the axial velocity at various radii. The prediction for 
the four-blade inducer, shown in Fig. 4, confirms the results 
from flow visualization and measurements reported later. It 
should be recognized that the above analysis does not take 
into account the viscous effects: hence, the tendency for the 
backflow to occur near hub at the design condition is not 
predicted. The tendency for flow reversal at the root at flow 
coefficients lower than the design value is, however, correctly 
predicted. 

3.2 Meridional Flow Solution (Vr = Wr ^ 0) Including 
Viscous Effects. Cooper [56] included losses as well as two-
phase flow (cavitation) effects and utilized approximate 
momentum equations to solve the flow field in an inducer 
with an annulus of varying area. The viscous effects are in­
cluded through a loss term in the streamwise momentum 
equation. The momentum equation is written in the 
meridional (m) and quasi-normal directions shown in the 
insert of Fig. 5. The basic assumptions made are as follows: 
(1) The fluid is assumed to be either liquid or a variable-
density homogeneous two-phase medium. (2) Fluid flows in 
annuli (Fig. 5) formed by stream surfaces of revolution 
generated by revolving meridional streamlines about the axis 
of rotation. (3) Average flow conditions exist at the mid-
passage. These are determined from the meridional flow 
solutions, which are then utilized in the blade-to-blade 
solution. (4) The relative flow follows the blade mean line, 
and the exit deviation angles are based on specified values. (5) 
The blade-to-blade relative velocity variation is linear. 

The meridional streamlines and the quasi-normals are 
derived using the method developed by Katsanis [54]. The 
approximate equations employed in the m, n and 6 directions 
are given, respectively, by 

-dL (5) 

dP >H cos 7 

(Pp ~Ps) v - , T/ . d 

(e„-e,) p '"dm 

x W2 /W2' 
dL=f-

(WL\ 

pf 

Ll+(B/P/)(psal-P)J 

P^Ps, 

P<Ps: 

(6) 

(7) 

(8) 

(9) 

where 7 is the meridional angle, dL is the work done by the 
friction force, / is the friction coefficient, f is the diffusion 
loss factor (due to the pressure gradient and bubble collapse), 
and B is a fluid thermodynamic vaporization constant [56]. 

Equations (5) through (9) and the continuity equation are 
solved interatively for pressure, the overall pressure coef­
ficient, and efficiency. The simplifying assumptions made 
(especially for the blade-to-blade solution) are serious 
limitations on the application of the analysis. The overall 
performance (i/< and 77) can be predicted reasonably accurately 
provided the loss correlation (including its radial variation) is 
accurate. The analysis described in the next section is based on 
the three-dimensional form of the radial equilibrium equation 
and a more accurate loss model. 

Davis et al. [57] and Cool et al. [59] utilized a channel 
approach for the blade-to-blade solution (including cavity 
bubbles) and the following radial equilibrium equation with 
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Fig. 6 Radial variation of the modified friction loss coefficient Afi for 
various inducers calculated from equation (10) [31] 

streamline curvature in the meridional plane: 

I dp V] 2 dy . dV„, 
r - = Vf„ cos} — V,„ sin7 C0S7—— 

p dr r ' dz dz 

where Vm is the meridional velocity. The boundary layer 
growth is calculated from a two-dimensional momentum 
integral equation. This analysis is at best qualitative in view of 
the approximations used in the blade-to-blade solution (both 
viscous and inviscid). The analysis was mainly directed 
towards computation of aerodynamic loads for the stress and 
vibration analysis of the blade [58]. 

3.3 Viscid Analysis Based on the Empirical Loss Coef­
ficient. An approximate analysis of the inducer flow, based 
on an empirically derived friction-loss coefficient, was carried 
out by Lakshminarayana [31]. The salient points of this 
analysis are discussed below. 

Inducer data collected from various sources (NASA, 
M.I.T., TRW, etc.) indicate that the measured friction losses 
are several times higher than those of an equivalent stationary 
inducer channel, especially near the tip. The friction losses in 
an inducer are strongly dependent on the rotation factor 
(inverse of flow coefficient). A new friction-loss coefficient 
applicable to inducers operating in the range of flow coef­
ficients </> = 0.065 to 0.2 is defined and derived. The frictional 
losses estimated from this newly defined friction-loss coef­
ficient agree well with the measured values for the Penn State 
inducer. 

The loss coefficient is given by 

V^lc 
2gHlc 

= \R 
R„ 1 C / W 

dh yji,) 
(10) 

where \R is a function of radius, as shown in Fig. 6. 
A circumferentially averaged radial equilibrium equation is 

used to predict the relative and absolute tangential velocities. 
The analysis is based on suitable assumptions for the radial 
and main-flow velocity profiles (based on the existing three-
dimensional turbulent boundary-layer data available) and loss 
coefficients discussed above. The circumferentially averaged 
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Fig. 7 Estimated and measured friction losses and stagnation 
pressure coefficient for the four-bladed inducer [31] 

radial equilibrium equation valid for inducers operating at 
low flow coefficients is given by, 

-0.275 

sin2 (3 
W„ [ tana + H / s e c 2 \ 

v dx dx / 

- dWe Wj 
+ 1.015 Wg +1.015—^ 

dr r 

-2QWS + -
dr 

X/i R 
1/4 
N dh 2 J </> 

= 0. (11) 

This equation was solved with the assumption that We varies 
linearly with x, (chord-wise distance) and by using ex­
perimental values for e. The pressure rise coefficient was 
computed from the predicted We. This predicted and 
measured values of i/-, for the Penn State inducer (four-bladed 
inducer) is shown in Fig. 7. Predicted values for three- and 
two-bladed inducers are shown in references [33] and [27], 
respectively. The losses and efficiencies predicted from the 
empirical loss correlation are also in good agreement (Fig. 7). 
Hence, it is evident that if the frictional effects are known 
either empirically or analytically, the flow properties at the 
exit of the inducer can be predicted quite accurately. The very 
purpose of the boundary-layer investigation on the helical 
blade and a channel described later is to provide the most 
important missing link in the frictional effects, which are 
otherwise based on empiricism, and hence not universally 
valid. 

The axial velocities predicted, using the continuity and axial 
momentum equations with assumed radial velocity profiles 
and the derived tangential velocity distribution, agree 
qualitatively with the value measured from a stationary probe 
at the exit of a four-bladed inducer [31]. 

3.4 Approximate Viscid Analysis Based on Shear Pumping 
Effect. The investigations carried out at Penn State [23-41] 
have revealed that the flow field inside these rotating passages 
is highly complex and three-dimensional in nature. The flow is 
highly turbulent and viscous both inside and outside of the 
rotor. Even though the inducers are designed as axial flow 
machinery, the radial velocities generated by viscous, 
Coriolis, and centrifugal forces inside the blade boundary 
layers are found to be of the same order of magnitude as the 

*, 
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Fig. 8 Predicted and measured radial variation of absolute 
stagnation-pressure rise coefficient (\jit) for the Penn State inducer [41] 

axial velocity. The energy exchange process is complicated in 
terms of physical phenomena as well as mathematical 
description. 

The conventional design and analysis procedure used in 
other types of pumps or compressors have to be supplemented 
by some innovative technique to include major viscous effects 
(both direct and indirect) responsible for the energy addition. 
The pump has to be treated as a mixed-flow pump. The axial 
velocity has the same effect (inviscid) as in the conventional 
pump. The pressure rise due to this effect is caused by in­
cidence and camber and both static- and stagnation-head 
increases through the blade row. 

The other contribution to the energy addition comes from 
the radial component of velocity arising from the Coriolis and 
centrifugal forces in the boundary layers. These boundary 
layers are found to cover the entire passage, and hence the 
radial velocity occurs across the entire passage width. 
Therefore, the effect of radial velocity on head rise may be 
significant. The radial velocity provides a vehicle for 
momentum exhange between the fluid and the rotor via the 
shear stress. This phenomenon will be referred to here as 
"shear pumping effect." Because of the shear stresses exerted 
on the flow, it is accelerated tangentially during the radial 
path, thus providing an additional head rise. It should be 
recognized here that this phenomenon involves no potential 
flow effect or flow turning. Even though explored in con­
nection wilth multiple-disk shear pumps or compressors, it 
has never been recognized as a source of pressure rise in an 
axial flow inducer which has very long and narrow passages. 
The major purpose of the analysis carried out by Laksh-
minarayana [41] was to explore this effect analytically and 
provide for the first time an estimate of the "direct" effect of 
shear stresses in providing a head rise. In this analysis, the 
flow is assumed to be an incompressible single phase. Blade 
camber and normal shear stresses as well as pressure gradient 
normal to the blade inside the blade boundary layer are 
neglected. The passage is assumed to have fully developed 
flow. 

The equations of motion in a rotating coordinate system are 
integrated normal to the blade, with suitable assumptions for 
the velocity profiles and the skin-friction coefficient, to derive 
the following equation [41]: 

^ - - 2 . 2 n - 0 . 2 5 4 n 5 ? + *L k m A a m S + s i n ^ 
dr e

2 r L dr 
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e e cos/3 
(̂ )"1 (12) 

where PKis the passage-averaged velocity given by 
• s 

W= 4 - \ udv = — Wr. 
1 (•« 7 

Equation (12) is a first-order nonlinear differential equation 
and can be solved from known values of e(r), fi, /3(r), and v. 

The above expression provides an estimate for the 
reduction in relative velocity due to the shear pumping effect 
alone. It can be used to calculate the stagnation-pressure rise 
due to this shear pumping effect. An estimate of the total-
pressure-rise coefficient can be made by the addition of the 
head rise due to inviscid and shear pumping effects. The 
predicted pressure-rise coefficient for the four-bladed inducer 
with aerodynamically designed blades operating at <j> = 0.065 
is shown compared with the measured values in Fig. 8. It is 
evident that the steep head rise characteristics observed are 
partly due to the shear pumping effect. The agreement be­
tween the theory and the experiment, shown in Fig. 8, is only 
reasonable. The discrepancy may well be due to the three-
dimensional inviscid effects, which are not accounted for in 
the "mean streamline method," used in the design, as well as 
leakage and secondary flows that exist in this region. 

3.5 Three-Dimensional Inviscid Analysis (Exact). A 
thorough knowledge of all significant inviscid effects (blade 
blockage, flow turning, finite hub/tip ratio, etc.) and viscid 
effects (boundary-layer growth, energy dissipation, etc.) is 
essential in the accurate prediction of the flow in all tur-
bomachinery. Relevant to this, the availability of modern 
computers with large storage capacities and fast computation 
times greatly enhance the possibility of numerically solving 
the complete equations of motion. One of the early in­
vestigations in this area was made by Cooper and Bosch [42] 
and Bosch et al. [43] for the three-dimensional inviscid flow 
through axial flow inducers. Application and extension of this 
method of analysis was carried out in references [30], [33], 
[34], and [37]. Modifications to the Cooper-Bosch method 
have been attempted to reduce convergence time of the 
solution and to provide a viscid solution capability based on 
the empirically determined blade skin-friction coefficients. A 
method of initializing the blade flow parameters as input to 
the Cooper-Bosch method has also been attempted in a search 
for a faster convergence to the solution. A new technique for 
satisfying the Kutta condition at the trailing edge has been 
incorporated into the program. 

This method developed by Cooper and Bosch [42] solves the 
momentum and continuity equations iteratively in three 
dimensions for a finite grid of points representing the channel 
between the blades. The nonlinear partial differential 
equations governing the flow in a rotating cylindrical coor­
dinate system r, 6, z are: 

r momentum 

go dp 

P 

dWr We dWr 

+ W + — -
dr r dr r dd 

8W 1 
+ wz —± - - (We +rQ)2 +Fr = 0 

dz r 

> momentum 

g0 dp dWe W0 dWe 
_1_ 14/ _J_ 

p dd r dr r dd 

dz r 

(13) 

(14) 

So dp 
— — +Wr 
P dz 

continuity 

Wr dWr 

r dd 

1 
+ — 

P 

+ 

0 

dWz v + 

1 dW6 

r dd 

dp 
r dr 

W„ 8WZ dW, 
\ W 

r d6 z dz 

dWz 

+ dz 

We dp 
r m 

dp 

~ dz 

+ FZ = 

. ) - . 

0 (15) 

(16) 

where Wz, We, and Wr are relative velocities in the axial, 
tangential, and radial directions, respectively. Fr, Fe, and Fz 

are the components of the viscous forces and are zero for the 
inviscid case considered in this section. The boundary con­
dition to be satisfied on the hub, annulus walls, and blade 
surfaces in WR . n = 0, where n is the direction normal to the 
channel boundaries and W^ is the total relative velocity. In 
the Cooper-Bosch method, the above equations are 
rearranged to give residuals, which are reduced to zero by a 
relaxation procedure. The total residual (R T) of one 
relaxation cycle is calculated by 

/MAX ./MAX /fMAX 

RT= E E D [(*l)2+(tf2)2 + (/J3)2+(*4)*] 
• / ' = ! 

ij,k 

(17) 

where R\, R2, R3, and RA are the residuals calculated for the 
three momentum equations (13)—(15) and the continuity 
equation (16), and 7MAX, ./MAX, and ZMAX are the 
number of grid stations in the radial, tangential, and axial 
directions, respectively, which are used in the numerical 
analysis. 

The initial estimation for the velocity and static pressure 
distribution throughout the inducer flow passage is calculated 
by the two-dimensional Douglas-Neumann program for a 
cascade, described in detail in reference [60]. This solution 
was modified to include three-dimensional effects, ap­
proximately, using the solution of Lakshminarayana and 
White [61] for the effects of converging or diverging ducts on 
the airfoil performance. 

Since the extension of the stagnation stream surfaces 
downstream have been constructed to be uniformly periodic 
with a spacing of 2ir/N (N being the number of blades), the 
values of velocity and pressure at the downstream tangential 
channel boundaries should be equal. This condition is applied 
at the blade trailing edge after each iteration cycle. If the 
pressure and suction surface parameters differ from each 
other at the trailing-edge grid point, the average value is used 
in the residual calculations. Changes made to the original 
Cooper-Bosch program are given in Appendix B of reference 
[34] and are concentrated in subroutine "MAIN." This 
program was run for the three-bladed configuration tested at 
Penn State. Some of the results and their interpretation are 
discussed in a later section. 

3.6 Three-Dimensional Viscid Analysis Based on Empirical 
Wall Shear Stress. A method incorporating some of the major 
effects of viscosity was presented in references [34] and [37]. 
In this formulation, the major viscous terms in equations (13) 
through (16) are retained and modeled. The expressions for 
Fr,F0, and Fz are given by 

z momentum 

Fr = 

Fe = 

F, = 

1 \drre drrz 

L rdd dz 
dorr 

dr 

(°rr - < 

vt djjz dijfr 

rdd dz dr 7rrl 
1 [drze | dazz | drrz | rrz 1 

p L rdd dz dr r \ 

Journal of Fluids Engineering DECEMBER 1982, Vol. 104/417 

Downloaded 02 Jun 2010 to 171.66.16.89. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0 6 

0 4 

0 .2 

' l l 

R = O 9 7 3 
R = 0 . 9 4 5 
R = 0 . 8 9 O 
R = 0 .78 1 
R =O .S7 l 

^ ^ ^ u 

\ 
0 .2 0 .4 0.6 0£ 

S ( c i r c u m . disf.) 
From viscid ana lys is . 

Inviscid Analysis (37 ) 
V isc id Analysis (37 ) 
Exper imenta l ( 3 7 ) 

O 2 0 .4 O.e OB 
Su S ( c i r cum. dist.} 
(b) W at R = 0 . 9 7 3 

'o 
Su 

t c ) 

0 . 2 0 .4 0 .6 0.8 
S ( c i r c u m . disf . ) 

W at R » 0.671 

I.O 
Pr 

uo 
Su 

( d ) 

0 . 2 0.4 0 .6 O.S 

S { c i r c u m . dist ) 

W z at R = 0 . 9 7 3 S R = 0 .67 l 

I.O 

Fig. 9 Comparison between theory and experiment of the blade-to-
blade distribution of total relative velocity and axial velocity near the 
trailing edge for the Penn State inducer [37] 

where T is the shear stress and a is the normal stress. For 
example, 7> is the shear stress in the r direction in a plane 
perpendicular to 6. arr is the normal stress in a plane normal 
to the r direction. 

Since the stagger angle is very large, these viscous terms can 
be approximated by retaining the dominant terms as well as 
neglecting the normal shear stress, resulting in: 

F - _ 1 bJn 
P dz 

_ 1 drfe 
b® ~ a7 

p oz 

F = - 1 *-!» 
p rdd 

The distribution of shear stress is assumed to be linear 
across the flow passage from the pressure surface to the 
suction surface. The values of wall shear stresses are assumed 
to be known from the empirical skin-friction coefficient (Cy) 
data for a four-blade flat-plate helical channel presented in 
reference [38]. Details of incorporating this into the main 
program are discussed in references [34] and [37]. 

An additional requirement placed on the viscid analysis is 
to satisfy the viscid boundary condition, which requires that 
all components of velocity are zero at the blade surface. 

The geometry and the grid system used are shown in Fig. 5. 
The comparison of blade static pressure is given in reference 
[37], Inviscid and viscid analysis results for the total relative 
velocity distribution near the trailing edge for a three-bladed 
inducer are plotted in Fig. 9. Magnitudes of IF near the tip are 
comparable to those found experimentally, whereas near the 
hub, the inviscid velocities are significantly lower than the 
predicted results. The viscid analysis prediction for the total 
relative velocity distribution is also shown in Fig. 9. It is a 
striking departure from the inviscid analysis distribution, 
expecially near the tip where the viscous effects are known to 
be appreciable. The viscid analysis also provides crude ap­
proximations for the suction and pressure surface boundary 
layers. A large velocity deficiency near the tip is predicted at 
approximately 50 percent passage width and agrees favorably 
with the experimental IF profiles plotted in Fig. 9. 

The prediction of radial velocity is at best qualitative. The 
reasons for this are discussed in references [34] and [37]. 

The viscid analysis is approximate due to the various 

assumptions and simplifications made. In particular, the 
viscid boundary conditions imposed on the solution are rather 
drastic, since the grid geometry spacing used in the exact 
analysis is relatively large. More tangential grid stations 
would be needed, especially close to the blade surface, to 
better define the shape of the blade boundary layer. 

4 Inducer Overall Performance (Noncavitating) 

4.1 Flat-Plate Inducers Tested in Water and Cryogenic 
Liquids. For the experimental aspects of the flow, many 
authors have studied the overall inducer performance with 
different configurations and inlet angles, and in various fluids 
such as water, liquid hydrogen, or nitrogen, under a wide 
range of flow parameters [4, 5, 7, 12, 14, 17-20, 42, 43, 48, 
49, 53, 56, 57, 62-68, 72, 73]. Cavitating inducer performance 
has been studied by investigators listed in the uncited 
bibliography. However, in most cases these studies are very 
specific and deal with cavitation performance, overall ef­
ficiency, and radial distribution of flow properties rather than 
with a general and basic investigation of the flow phenomena 
in inducers. The cavitating and noncavitating performance of 
84, 81, and 78 deg inducers under different flow coefficients 
has been studied by Acosta [7]. Acosta observed a 
deterioration in the radial distribution of the axial velocity 
and head rise at the exit for <t> = 0.07 under a noncavitating 
condition, with a backflow near the hub and a sharp positive 
gradient in head rise near the tip. These results are similar to 
those obtained by many investigators. Acosta attributed the 
large departure from design values based on the Simplified 
Radial Equilibrium Equation (SRE) to strong three-
dimensional and viscous effects. Acosta also noticed a 
decrease in efficiency at large solidity, which is confirmed by 
the results obtained for the four- and three-bladed inducers 
tested at Penn State [27]. This effect can be attributed to the 
influence of blade blockage on the flow characteristics and an 
increase in viscous and turbulent mixing losses due to decrease 
in channel width. 

Mullan [65] tested two inducers, one designed on the basis 
of radial equilibrium consideration [11] and the other with a 
constant pitch angle (simple helix). Both inducers were tested 
at various flow coefficients. The inducer designed on the basis 
of radial equilibrium equations had superior performance. 
The axial velocities were found to be low at the hub and high 
at the tip even at design condition, and this trend is reversed at 
flow coefficients higher than design. At flow coefficients 
lower than design however, the performance deteriorates with 
the presence of the back-flow at </> = 0.17 and 0.14. Steep 
head rise near the tip is observed at a low flow coefficient (</> 
= 0.12). The peak efficiencies of the inducers were 80 percent 
and 72 percent, for the aerodynamically designed inducer and 
the flat-plate inducer, respectively. 

R. F. Soltis et al. [19] also measured steep head rise near the 
blade tip of a noncavitating 78 deg axial inducer under various 
flow coefficients. Using the simplified radial equilibrium 
equation which relates the static head rise gradient and the 
tangential velocity 

p dr r 

they derived the outlet axial velocity profile using ex­
perimental values for the total pressure and outlet flow 
angles. However, at their station of measurement, located 
about 1/5 diameter downstream of the rotor, the radial 
velocities are likely to be very small and the flow nearly 
axisymmetric, since the wake diffusion in such inducers is 
very rapid. 

This analysis serves to establish that the flow is axisym­
metric at small axial distances downstream of the trailing 
edge, which may correspond to large distances along the 
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Fig. 10 Comparison of blade element parameters for tandem-bladed 
inducer and 80.6 deg helical inducer [67] 

streamline path (since the streamlines follow tightly wound 
helical paths). However, the existence of large head rise near 
the tip cannot be accounted for in this analysis. 

Three flat-plate inducers of 78, 80.6, and 84 deg were 
tested, respectively, by Soltis et al. [19], Sandercock et al. 
[17], and Anderson et al. [20] at the NASA Lewis Research 
Center. The rotors had three blades with a tip diameter of 127 
mm, hub/tip of 0.5, and a solidity ranging from ap­
proximately 1.8 for the 78 deg inducer to 3.0 for the 86 deg 
inducer. The investigation was carried out in the Center's 
water tunnel, powered by a 3000 hp variable-frequency 
motor. The rotor was tested at various speeds. Details of this 
tunnel are given in reference [67]. They carried out overall 
performance measurements at both non-cavitating and 
cavitating conditions, including a radial survey at the exit. 
The following properties were derived from these 
measurements: pressure rise coefficient, efficiency, axial 
velocity at the exit, deviation angle, loss coefficient, and ideal 
head rise coefficient. In addition, flow visualization was 
carried out to determine the extent of cavitation. The radial 
distribution of outlet parameters for the 80.6 deg inducer [17] 
is shown in Fig. 10. The performance is similar to those of 
Mullan [65], who reported a deterioration in exit velocity 
distribution with a decrease in the flow coefficient. The 
overall pressure (or head) rise and efficiency showed marked 
improvement at the lowest flow coefficient (<f> = 0.107) 
tested. This is an improvement over the data reported by 
Mullan [65] at low flow coefficients. The noncavitating 
performance showed nearly linear variation of the head rise 
coefficient with the flow coefficient with a maximum ef­
ficiency of 82 percent. A very sharp increase in the loss 
coefficient towards the tip region was observed at all flow 
coefficients tested. Other conclusions are similar to those of 
Mullan [65] described earlier. 

Overall noncavitating performance of the inducers with 78, 
80.6, and 84 deg stagger angles at the tip is shown in Fig. 11 
for the range of rotor speeds from 9000 to 15,000 rpm. The 
solid symbols on the performance curves for each inducer 
locate the operating conditions at which zero axial velocities 
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Fig. 11 Comparison of overall performance of 78, 80.6, and 84 deg 
helix angle inducers [20] 

are first observed at the hub outlet measuring stations. The 
slope of the \j/-4> curve increases as the stagger angle is in­
creased. The NASA Lewis Research Center personnel have 
thus demonstrated successful operational of the inducer at 
very low flow coefficients. 

The inducers tested by other investigations [4, 5, 7, 12, 14, 
42, 43, 53, 57, 62-68, 72, 73] showed trends similar to those 
measured by the NASA Lewis group [17, 19, 20] and hence 
will not be described here. 

Oshima [64] tested two-bladed inducers with two different 
tip clearances (0.5 mm and 10 mm), a stagger angle of 75 deg 
at the tip, and a tip diameter of 206 mm, and found that the 
suction performance deteriorates with an increase in tip 
clearance height when the eye diameter of the main impeller is 
nearly equal to the normal inducer diameter. Other con­
figurations tested showed that the behavior is less sensitive to 
the tip clearance. 

The main conclusions of the various studies described 
above are: 

1 The overall head rise coefficient increases when the 
operating flow coefficient decreases. The head rise coefficient 
is very high near the tip (two to three times the design values) 
and nearly uniform from the hub to mid-radius. 

2 The total head rise coefficient increases when the 
solidity of the blades is decreased in the practical range of 
solidities used in inducers. 

3 The radial distribution of outlet velocity tends to 
deteriorate when the flow coefficient is decreased. At low 
flow coefficients and for most inducer configurations, there is 
a large positive radial gradient in the exit axial velocity with a 
backflow near the hub. This is dictated by the radial 
equilibrium as described in Section 3.1, Another probable 
cause of this backflow is the large redistribution of the flow as 
it leaves the trailing edge, the radial velocity decaying from 
positive values inside the blade passage to zero as the flow 
becomes axisymmetric downstream. 

4 The radial loss distribution shows substantially higher 
losses from mid-radius to the tip. The efficiency is maximum 
near the hub and reaches very low values near the tip of the 
blade. 

4.2 Tandem and Hubless Inducers. Soltis et al. [62, 67] tried 
to improve the performance of flat-plate inducers by em­
ploying a tandem rotor, as shown in Fig. 1. In this approach, 

Journal of Fluids Engineering DECEMBER 1982, Vol. 104/419 

Downloaded 02 Jun 2010 to 171.66.16.89. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



the high blade loading is distributed between two or more 
closely coupled blade sections so that the blade surface 
boundary-layer separation is prevented on any of the in­
dividual blades. The comparison between the flat-plate in­
ducer and the tandem inducer tested by Soltis et al. [62, 67] is 
shown in Fig. 10. The average flow coefficient (<f>) and head 
rise coefficient {\j/) of the flat-plate inducer were 0.107 and 
0.085, respectively. These values for the tandem rotor were 
0.109 and 0.303, respectively. The comparison indicates that 
the efficiency and head rise are generally higher and the losses 
lo'wer near the tip for a tandem rotor. Substantial im­
provement near the tip section (?; and ^ioss) indicates that the 
tandem rotor prevents a large accumulation of low-energy 
fluid in the tip region. The tandem rotor tested by Soltis et al. 
[62, 67] also maintained great efficiency over a large portion 
of the flow range. 

Another concept which is tried to improve the performance 
of these inducers is to utilize a hubless inducer, shown 
schematically in Fig. 1. The entire shroud-blade assembly 
rotates. The advantages of this design configuration are: (1) 
the elimination of tip vortices: (2) the centrifuging effect on 
the cavitation bubbles, causing them to cluster around the 
center of the inducer where they collapse without causing 
material damage; and (3) the achievement of high suction 
speed by employing high sweepback in the vanes. This concept 
is orginally due to Jekat [15, 73] and has been explored 
further by Miller and Gross [18] and Lindley and Martinson 
[72]. Jekat observed all the advantages mentioned earlier. The 
tip vortex cavitation was eliminated, and the inlet vane 
cavitation was reduced by large sweep back in the vanes. The 
predicted centrifuging of the cavitation bubble and its 
collapse (without causing material damage) was confirmed. 
The peak efficiencies measured by Miller and Gross [18] 
indicate that their value did not exceed 65 percent, while a 
flat-plate inducer (with hub) tested by Sandercock et al. [17] 
has a peak efficiency of 82 percent, and the corresponding 
tandem inducer [67] had a peak efficiency of 85 percent. Even 
though hubless inducers have better cavitation characteristics, 
their poor overall efficiency makes them less attractive for 
commerical application. Lindley and Martinson [72] con­
cluded from a full-scale test that the cavitation performance 

of a hubless inducer is not significantly better than the 
conventional inducer. 

Since no information is available on the exit flow 
properties, such as the radial distribution of the axial and 
tangential velocities and the pressure rise characteristics, it is 
difficult to conclude from the available data that the hubless 
inducer has better overall performance and flow charac­
teristics. It is not clear how the core flow near the center 
would affect the performance of the main pump. 

5 Penn State's Results From Inducers Tested in Air 

The experimental investigation of the flow phenomena in 
rocket pump inducers carried out at the Pennsylvania State 
University is summarized here. All the experimental in­
vestigations were conducted with air as the test medium. 
Details can be found in references [21] through [41] and 
summary in reference [71]. Rocketdyne [74] tested pumps 
with air as the working fluid and found that a very good 
correlation exists between air test data and the liquid test data. 
While the characteristic form of the inducer is dictated by 
cavitation requirements, the flow is subjected to major effects 
of viscosity and turbulence in the long and narrow passages. 
The investigation reported here are concerned with the effects 
of viscosity, not the effects of cavitation. 

One of the major objectives of this investigation was to 
understand the flow phenomena in these inducers through 
flow visualization and conventional and hot-wire probe 
measurement inside and at the exit of the blade passage, and 
to provide analytical methods for the prediction of flow 
through inducers. To achieve the objectives mentioned above, 
the experimental work was carried out using four-, three-, and 
two-bladed inducers with aerodynamically designed blades. 
The blades were identical in all these cases. Wislicenus and 
Lakshminarayana [21] made the first attempt to design in­
ducers on the basis of rational aerodynamic concepts. Ex­
tensive data is available for this inducer. 

The basic research and boundary-layer investigation was 
carried out using a helical flat plate of (of same dimensions as 
the inducer blades tested), and a flat-plate helical inducer 
(four-bladed). The flow measurements were carried out using 

Table 1 Summary of the Inducer Investigation at the Pennsylvania State University: Tip Diameter = 0.915 m, Reynolds 
number based on radius and blade speed at tip = 6.6 X105 

Configuration Design 
C* 
in. 

(CV 
S') degrees 

(/3,)hub 
degrees 

Measurements and analysis 
carried out 

Refs. where 
reported 

Four-bladed 
inducer 

Cambered 
blades-free 
vortex 
design 

83 2.86 86°15' 75°30' 0.065 Flow visualization inside the 
passage; exit, entry, and pas­
sage flow measured with a 
pitot probe. 

Approximate analyses. 

[21,22,23,27, 
28,31,32,41] 

Four-bladed 
inducer 

Flat plate 95 3.4 84° 78° 0.04 to Exit flow measurement; extensive 
0.067 and hot-wire measurement at 1600 
open locations inside the passage 
throttle to define mean velocity, turbu­

lence intensity, and stress; 
blade static-pressure and skin-
friction stress. 

Boundary-layer analysis. 

[26,30,38,39, 
40] 

Three-bladed 
inducer 

Cambered 
blades 

83 2.14 86°15' 75°30' 0.065 Exit and entry flow using both 
hot-wire and pitot probe; hot­
wire probe measurements inside 
the passage. 

Numerical solution of inviscid 
and viscid equations. 

'Values at the tip 

[26,27,30,32, 
33,34,35,36, 
37,41] 

Two-bladed 
inducer 

Single 
blade 

Cambered 
blades 

Flat plate 

83 

95 

2.14 86°15' 

84° 

75°30' 

78° 

0.065 

open 
throttle 

Exit and entry flow measurements. 

Mostly three-dimensional turbu­
lent boundary-layer measurements. 

[27] 

[24,25,26,29] 
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Fig. 12 Radial variation of flow properties for four-, three-, and two-
bladed inducers 

triaxial hot-wire probes and pitot probes. Details of the 
measurement technique are given in reference [69]. Detailed 
mean and turbulence flow fields inside the passage as well as 
at the exit of the rotor were derived from these measurements. 

The boundary layer, end-wall, and other passage data 
revealed the extremely complex nature of the flow, in par­
ticular the major effects of viscosity present across the entire 
passage. A summary of the configurations used, the nature of 
measurements taken, and the references where they are 
reported is tabulated in Table 1. The inducer characteristics 
and the design of the inducer are described in references [21] 
and [31]. Both the published and the unpublished results from 
the Penn State program are reviewed here. 

A visualization study of the flow through the four-bladed 
inducer configuration is reported in references [28] and [52]. 
The flow was found to be highly three-dimensional, with 
appreciable radial velocity throughout the passage. At or near 
the design flow coefficient, no backflow is observed upstream 
of the inducer. A separated region of the flow exists near the 
hub at the discharge of the inducer. The extent of the back-
flow increases considerably, both at inlet and at exit, for flow 
coefficients lower than the design value. The radial velocities 
within the blade passage appear to be quite strong at all radii. 
The radial movement inside the blade boundary layer, when 
enountered by the annulus wall, tends to deflect towards the 
mid-passage and then radially inward. These radial flows exist 
near the outer radius (midradius to tip) and are found to be 
large (Fig. 3). 

5.1 Measurements Downstream of the Aerodynamically 
Designed and Flat-Plate Inducers. The flow measurement 
carried out at several stations downstream of the four-, three-, 
and two-bladed inducer blade row tested at the same flow 
coefficient are reported in references [22, 23, 25-28, 30-41]. 
The major conclusions from the four-bladed inducer results 
are presented here. 

The test inducer, designed approximately for uniform head 
distribution over its discharge area, actually produces a very 
nonuniform head near the tip, as shown in Fig. 12. The axial 
velocity distribution shows maximum departure from design, 
as shown in Fig. 12. The velocity near the hub shows a ten­
dency to separate, with maximum values occurring near the 
tip. Measurements very close to the trailing edge reveal a 
different trend, with minimum velocity occurring at mid-
radius [27]. The measured tangential velocity (absolute) is 
substantially higher than the design, especially from the mid-
radius to the tip (Fig. 12). 

The loss coefficient (f) calculated from the measured Euler 
head coefficient (\pE = 2U Ve/U^) and measured pressure 
coefficient {$,) is plotted in Fig. 13. The losses are much 
higher than for any other conventional tu'rbomachinery, 
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Fig. 13 Calculated and measured distribution of loss coefficient (J) 
and efficiency ij for Penn State inducers 

especially in the outer radii. The hydraulic efficiency, 17 = 
^I/^E, plotted in Fig. 13, shows near-normal efficiencies (90 
percent) near the root and 50 percent efficiency near the tip 
for the four-bladed inducer. The mass-averaged efficiency 
given by 

rj=\' vVzrdrlV' Vjdr (18) 

is found to be 64 percent for the four-bladed inducer, 76 
percent for the three-bladed inducer, and 88.5 percent for the 
two-bladed inducer. 

5.1.1 Effect of Solidity (or Number of Blades) on Overall 
Performances. Major conclusions derived by comparison of 
the measurements at the exit of the two-, three-, and four-
bladed inducer are as follows (Figs. 12 and 13). 

The results indicate that the performance, both pressure 
rise and efficiency, improve continuously with a decrease in 
solidity (at the same flow coefficient (/>). The two-bladed 
inducer shows the best performance, even though the 
backflow region near the hub at the exit is increased with a 
decrease in solidity. The static-pressure (or head) rise in­
creases continuously, at all radii, with the decrease in solidity 
(Fig. 12). 

The radii distribution of stagnation-pressure rise coefficient 
indicate that strong real fluid effects are evident at all 
solidities. \p, increase continuously with the decrease in 
solidity. The frictional effects play a dual role here. The 
energy exchange or head rise is the desirable part. Associated 
with friction is the energy dissipation of the fluid flowing 
through the pump. These losses arise from (in addition to 
secondary and leakage flow near the annulus and hub walls): 
(a) skin friction on the blade surface, and (b) interaction 
between pressure surface and suction surface boundary 
layers, especially near the outer wall. The radial movement 
inside the blade boundary layer, when encountered by the 
annulus wall, tends to deflect towards midpassage and then 
radially inward. Intense turbulence and mixing in this region 
give rise to considerable flow loss. Both of these losses are 
reduced when the spacing is increased, even though the effect 
of spacing on energy transfer is not to appreciable. The net 
effect is a larger pressure rise, at all the radii, as the blade 
spacing is increased. It can also be seen in Fig. 12 that a steep 
rise in \j/t (towards the tip), observed in the case of three- and 
four-bladed inducers, is substantially reduced for TV = 2, thus 
indicating minimization of the interaction effects near the tip 
as the solidity is decreased. Observed increase in \p,, with the 
decrease in solidity, is a result of major significance, in­
dicating that the frictional losses are reduced substantially 
with the increased spacing, even though energy transfer due to 
inviscid and shear pumping effects show no appreciable 
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change with the spacing. The mass-averaged stagnation-
pressure (or head) rise coefficient, defined by, 

& = [ ' ' i,Vzrdrl\r' Vzrdr 
Jrh I Jrh 

(19) 

and shown in Fig. 14, indicates that $, increases continuously 
with a decrease in blade number at all the radii. 

The axial velocity profiles are found to be similar, 
qualitatively, downstream of all the inducers tested, as shown 
in Fig. 12. The steep rise in axial velocity toward the tip 
observed in the case of three- and four-bladed inducers is 
absent in the case of the two-bladed configuration, but the 
extent of the separated zone (or back-flow region) near the 
hub increases continuously with the decrease in solidity. Thus, 
the axial velocity profile deteriorates with the decrease in the 
solidity. 

The steep gradient in f that exists near the tip for N = 4 and 
3 is reduced drastically for the two-bladed case (Fig. 13). 
There is a drastic reduction in loss between a three- and two-
bladed inducer, thus indicating that the boundary layers in a 
two-bladed inducer do not cover the entire passage. The 
hydraulic efficiency for the inducer can be derived from r/ = 
\p,/\l/E, where \j/E is the ideal or Euler head rise coefficient 
(Fig. 13). This clearly indicates that the efficiency improves, 
at all the radii, as the solidity is decreased. It is surprising that 
the local efficiencies improve as much as 30 to 50 percent 
when the solidity is halved. Even though efficiency is not a 
major consideration in the selection of inducers for the 
present-day spacecraft, it would assume added importance 
when space travel becomes a commercial venture. 

The mass-averaged efficiency derived from equation (18) 
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are shown plotted in Fig. 14 and compared with those of 
Acosta [7], lura [70], and Soltis et al. [19]; the latter 
measurements correspond to non-cavitating conditions. 
Appreciable decrease in r/ is observed with the increase in 
solidity, the trend being the same for all of the inducers 
shown. A physical reasoning for the observed trend in the 
variation of overall efficiency (?j) with a is as follows: consider 
inducers operating as the same flow and blade parameters, 
except for the change in blade spacing S. Since the average 
loss coefficient (f) is proportional to C/dh or C/S, the 
solidity, the overall efficiency is 

1 
ka 

17 
where k is a constant. Since tyE, the average Euler head rise 
coefficient, is nearly the same for all the inducers tested in this 
program (see Fig. 14), overall efficiency (rj) can be expressed 

rj — 1 — k\o. (20) 

Fig. 14 Variation of mass-averaged stagnation pressure rise coef­
ficient (^t) and (ii) with solidity for Penn State inducers 

The values of rj derived from equation (20) with kt = 0.107 
agree reasonably well with the measured efficiencies (Fig. 14). 
This adequately explains the decrease in efficiency for in­
creased solidity. 

5.1.2 Flat Plate Inducer. A flat-plate inducer, whose details 
are shown in Table 1 and described in reference [39], was 
tested in air. The stagnation-pressure rise for the flat-plate 
inducer exhibits characteristics which are very similar to an 
aerodynamically designed inducer. Steep rise in stagnation 
pressure was observed near the tip even in the case of the flat-
plate inducer with an open throttle (no inviscid effects). This 
provides a convincing argument that the tip of the inducer 
blade behaves as a shear pump, where the pressure or head 
rise is brought about entirely by the viscous effects. The 
absolute tangential velocity distribution [71], even in the 
absence of inviscid turning effects, is very similar to the 
distribution observed for the aerodynamically designed in­
ducer. 

For the purpose of comparison, the flat-plate inducer data 
at (j> = 0.05 and the data from the aerodynamically designed 
inducer (<j> = 0.065) are chosen. This choice is based on nearly 
identical pressure rise across the inducers from hub to tip [71, 
41]. The static-pressure and stagnation-pressure rise coef­
ficients, plotted in Fig. 15, indicate nearly similar charac­
teristics, even though the stagnation-pressure rise near tip is 
about 50 percent lower for the flat-plate inducer near the 
trailing edge. From mid-radius to the tip, the aerodynamically 
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Fig. 15 Radial variation of flow preperties for the flat-plate inducer 
and cambered-bladed inducers tested at Penn State [41] 
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Fig. 16 Stagnation pressure coefficient of the relative flow at 1/3 
blade chord from the leading edge for R = 0.975 for four- and three-
bladed inducers 

designed inducer shows as much steeper gradient in the head 
rise coefficient. The major cause of this is probably due to the 
"shear pumping effect." 

The radial distribution of the absolute tangential velocity 
and the axial velocity are also compared in Fig. 15. The 
tangential velocity follows the same trend as the stagnation 
head rise coefficient, but the major discrepancy occurs in the 
axial velocity distribution. Near the trailing-edge location, the 
flow in the flat-plate inducer shows a tendency to separate 
near the hub, while the flow in the aerodynamically designed 
inducer does not. The axial velocity near the tip for the 
aerodynamically designed inducer is higher, a consequence of 
higher radial velocity [41]. Both inducers show the same trend 
far downstream, with a larger backflow region observed for 
the flat-plate inducer. 

5.1.3 Blade-to-Blade Distribution of Flow Properties at the 
Exit of the Inducer. Pitot probes, wedge probes, and three-
sensor hot-wire probe (with ensemble-averaging technique) 
were utilized at the exit of the inducers to drive flow 
properties at the exit. Details of these measurements are given 
in references [22, 33, 35]. These results are summarized in 
reference [71]. The relative stagnation-pressure coefficient 
(\pR) is found to be nearly uniform across the passage near the 
hub and mid-radius. The measurements near the tip indicate 
considerable boundary-layer thickening. This confirms the 
presence of severe radial flows and, hence, the blade bound­
ary-layer transport towards the tip. 

The radial velocities obtained from the hot-wire 
measurements are found to be of the same order of magnitude 
as the axial velocities throughout the flow passage. The 
turbulence-intensity components in the radial, axial, 
tangential, and relative directions (based on local mean-
velocity component) are found to be about 75 percent, 45 
percent, 20 percent, and 15 percent, respectively. The tur­
bulence intensities are found to be nearly uniform in the entire 
flow passage at the exit. These measurements reveal the highly 
turbulent nature of the flow in inducers. 

The distribution of axial, tangential, and relative velocities 
are similar for both the four- and the three-bladed inducers 
even though the tangential velocities are higher for the three-
bladed inducers. 

5.2 Measurments Inside the Blade Row. Some of the blade 
static pressures and the limiting streamline angles for the 
four-bladed inducer are reported in references [28] and [32], 
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Fig. 17 Predicted and measured variations of momentum thickness 
and limiting streamline angle on the leading surface of the Penn State 
flat-plate inducer rotor (open throttle), reference [38]. 

respectively. Most extensive blade-pressure distribution was 
carried out for the three-bladed inducer and is reported in 
references [34], [36], and [37]. 

The ammonia trace technique provides a satisfactory 
method for determining blade limiting streamline angles on 
the inducer rotor blade. The blade limiting streamline angle 
measurements provide several observations which have either 
been noted in previous investigations or have been found 
from other experimental results quoted in references [25] 
through [41]. These include: an increase in t from the leading 
edge to the trailing edge, indicating the existence of higher 
radial velocities as the flow proceeds downstream within the 
inducer channel; higher values of e near the hub indicating 
higher radial velocities in this region; negative values of e at 
the pressure surface tip (up to 45 percent chord) indicating 
radially inward flow due to the presence of the annulus-wall 
boundary-layer scraping effect; and values of aw (arc tan e) 
greater than 90 deg near the hub trailing edge indicating the 
existence of a backflow region in this area. 

The magnitude of blade static pressure distributions are 
found to be considerably higher than the design values. 

In order to understand the flow behavior inside the inducer 
passages, experimental investigation of the relative flow 
(blade-to-blade) inside the inducer passages was undertaken 
using rotating probes and the pressure-transfer device. 
Pressure-probe measurements inside the four bladed inducer 
are reported in references [22], [23], and [32], and for the 
three-bladed inducer in references [25, 26, 30, 32 , 33, and 37]. 
The flow was surveyed in one passage and at several radial 
locations. Some of the major conclusions derived from 
measurements in four-bladed inducers as presented in 
references [22], [23], and [32] are described below. 

1 The measurement of relative flow near the trailing edge 
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reveals the presence of a loss core located slightly inward from 
the tip. The mid-passage at this radius is found to have 
minimum relative stagnation pressure and, hence, maximum 
loss. A substantial portion of total flow losses occurs near the 
leading edge. The losses near the tip are found to be about five 
times those at other radii (see Fig. 11 in reference [32]). 

2 The blade boundary layers are found to be quite thin 
near hub. The boundary-layer thickness near the mid-radius is 
about 25 percent of the blade passage, being thicker on the 
suction surface than on the blade pressure surface. A con­
ventional boundary-layer type of profile exists from hub to 
mid-radius; whereas, the velocity profile near the tip (mid-
radius to tip) is of conventional type near the blade surfaces 
and "wake" type near the mid-passage. Qualitative reasons 
for the existence of this type to profile are discussed in 
references [32]. 

3 Near the trailing-edge station, the passage-averaged 
values of relative velocity have a maximum value at mid-
radius, being considerably lower than the design values from 
mid-radius to tip. The diffusion of relative flow is caused 
mainly by the inviscid turning effects from the hub to mid-
radius; whereas, the diffusion from mid-radius to the tip is 
dominantly influenced by the viscid and "shear pumping" 
effect. 

The following conclusions are derived by comparing the 
relative flow measurements taken in the three-bladed inducer 
with those of the four-bladed configuration [32, 33]. 
Measurements taken near the leading edge show marked 
reduction in boundary-layer growth, flow losses, and radial 
inward velocity in the case of the three-bladed inducer. The 
losses near the tip are nearly halved from those of the four-
bladed inducer, and the "wake" type of profile observed near 
the mid-passage of the tip disappears in the case of the four-
bladed inducer, as shown in Fig. 16. There is appreciable 
improvement in hub and wall static-pressure distributions in 
the case of the three-bladed inducer. 

5.3 Measurements Inside the Blade Passage of a Three-
Bladed Inducer Using Hot-Wire Probes. Detailed 
measurements of mean velocity and turbulent flow field inside 
the three-bladed inducer were carried out using the rotating 
hot-wire technique described in references [30, 34, 36, and 
37]. The flow was measured at various radii and across the 
blade at axial stations approximately at 1/3 blade chord and 
trailing edge. 

Total relative velocity profiles, derived from the rotating 
triaxial hot-wire measurements, indicate a substantial velocity 
deficiency near the tip at mid-passage which expands 
significantly as the flow proceeds downstream toward the 
inducer trailing edge (Fig. 9). The higher values of axial 
velocity near the hub, shown in Fig. 9, indicate the significant 
effect of blade blockage within the inducer flow passage. A 
slight backflow was found to exist at the extreme tip location 
at 1/3 blade chord from the leading edge and can be at­
tributed to the annulus-wall boundary-layer scraping effect 
identified in the limiting streamline angle (e) measurements. 
The measured magnitudes of radial velocity are found to be 
the same order as those of axial velocity within the inducer 
passage. The large values of radial velocity confirm the highly 
three-dimensional characteristics of the inducer flow and 
emphasize the necessity for a three-dimensional theory for 
accurate flow analysis. Turbulence levels within the blade 
passage, indicated from the experimental results, are 
generally high near the tip regions. The radial component of 
turbulence intensities appears to have the largest magnitudes, 
reaching values of up to 24 percent in the mixing region. 

5.4 Boundary Layer and Related Phenomena on Inducer 
Blades and Passages. A systematic study of the boundary 
layer on a rotating blade and inside a rotating channel was 

undertaken by the Penn State group. In the first phase of the 
program, the boundary layer on a simpler configuration, 
namely, a rotating helical blade of large chord length enclosed 
in an annulus, was studied [24, 26, 29]. In the absence of 
chordwise pressure gradients, the effect of rotation on the 
boundary layer can be discerned. 

The interference due to adjoining blades ("channel effect") 
that exists in turbomachinery passages is not simulated in the 
above model. With this as an objective, studies of the in­
fluence of the rotation and "channel effects" as well as 
pressure gradient effects were carried out in a rotating 
channel, with the geometry of a four-bladed flat-plate inducer 
[30, 38, 39, 40]. In both of these experiments, air was em­
ployed as the test medium. 

The following conclusions may be drawn from the 
theoretical and analytical investigations carried out on a 
single rotating helical blade [24, 29]: (1) The solution of the 
momentum integral equations predict, accurately, the 
boundary-layer growth and the limiting streamline angle e at 
various locations on the rotating-blade surface. (2) About 100 
skin-friction measurements carried out at various radial and 
tangential locations of the blade and at several rotational 
speeds indicate that the skin-friction coefficient on a rotating 
blade can be represented by 

Cj- =1+0.85 fly2 

cfo 

where Rg = ed, the theoretically derived rotation number 
(ratio of the Coriolis force to the inertial force inside the 
boundary layer), and cf0 = skin-friction coefficient for a flat 
plate at zero pressure gradient. A similar expression is given 
for the developed region of the flow. 

5.4.1 Boundary Layer Development in a Flat-Plate 
Channel. In an axial flow inducer, the interaction between 
pressure surface and suction surface boundary layers would 
result in an extremely complex flow, especially near the outer 
half of the blade span. These effects were studied in a helical 
flat-plate inducer specifically designed and fully instrumented 
for this purpose. Details of the program and the Reynolds 
equation valid for this flow are given in reference [25], and 
velocity-profile analysis and details of instrumentation in 
reference [26]. Details on the velocity profiles carried out with 
mild and strong pressure gradients, as well as detailed 
analyses, are described in references [38-40]. 

A boundary-layer flow analysis was carried out using the 
momentum integral technique, which employs three-
dimensional equations of motion in the rotating coordinate 
system [38-40]. The measurements of the boundary-layer 
characteristics (three components of velocity, turbulence 
intensities, Reynolds stresses, skin-friction coefficient, and 
limiting streamline angle) were carried out utilizing the 
conventional and tri-axial hot-wire probes rotating with the 
rotor inside the passage [38, 40]. 

The inducer was tested with open throttle [38, 39] and at <t> 
= 0.05 [39, 40]. The momentum thickness and the limiting 
streamline angle on the leading surface predicted from a 
three-dimensional momentum integral analysis is shown in 
Fig. 17. The momentum thickness increases rapidly near the 
leading edge, reaching an asymptotic value at nearly 1/3 
chord from the leading edge. It starts to decrease near the 
trailing edge. As expected, the momentum thickness increases 
toward the tip. The predictions are quite good, except near the 
blade tip. The limiting streamline angle, shown plotted in Fig. 
17, indicates that the radial velocities are large in the laminar 
region and lower in the turbulent region. The limiting 
streamline angle decreases as the outer wall is approached. 
The predictions from the momentum integral analysis are 
quite good. 

The skin-friction coefficient for the rotating channel is 
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Fig. 18 Blade-to-blade variation of streamwise and radial velocity 
profile for the Penn State flat-plate inducer at </> = 0.05, reference [40]. 

found to vary with three important three-dimensional 
boundary-layer parameters, du, e, and H. The proposed 
correlation for the skin-friction coefficient, based on the 
limited data in the rotating channel with mild pressure 
gradients, is 

C / = 0.172i?6ll -°-26810- iH[l+0.52^/ew(x-x,)/Q. 

The term in the brackets is due to three-dimensional effects. 
Variation with R6n and H is found to be the same as that for 
a stationary channel. 

The streamwise and radial velocity profiles inside the four-
bladed flat-plate inducer at 0 = 0.05 measured by a triaxial 
hot wire probe are shown in Fig. 18. The boundary layers are 
thin near the hub (R = 0.565) and show a substantial increase 
as the tip is approached. As the flow proceeds downstream the 
hub boundary layer is thrown outwards, resulting in a 
complex flow near the tip. Turbulent shear stress 
measurements [40] show that in three-dimensional rotating 
turbulent layers, all three of the velocity cross-correlations are 
of the same order of magnitude inside the boundary layer. 

6 Concluding Remarks 

The major significance of the research carried out hitherto 

is that it has provided a good understanding of the flow in 
inducers where the real fluid effects are at least equally im­
portant to the ideal fluid effects which form the basis of 
existing design methods of turbomachinery. It is hoped that 
the results reviewed will help establish a theoretical model for 
the eventual analysis and design of turbomachinery 
dominated not only by viscous and turbulence effects inside 
the turbomachinery passages, but also by the secondary flow 
and other interaction effects near the end-wall regions. 
Technique have been developed for the solution of three-
dimensional inviscid equations of turbomachinery. It is 
anticipated that the analytical and experimental investigations 
reviewed here will lead to the eventual development of a three-
dimensional viscid program that will include all the dominant 
viscous and turbulence terms. The Penn State research 
program has provided a large amount of accurate data for the 
boundary layer on rotating blades and in rotating channels. 
These could be utilized by investigators presently involved in 
the development of computer codes. 

The radial velocities are of the same order of magnitude as 
the axial velocities; hence, inclusion of these as well as the 
dominant turbulence terms is essential for the accurate 
prediction of the flow. The inner part of the rotor (hub to 
mid-radius) could be designed from inviscid considerations, 
but the design of the outer part (mid-radius to tip) should take 
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into account the "drag or shear" pumping effect. The 
semiempirical friction loss coefficient developed and used for 
the prediction of head rise characteristics, even though un­
satisfactory in view of our better insight into the loss 
mechanism, could serve as a useful tool in the preliminary 
design or analysis of inducers. The performance deteriorates 
with an increase in the number of blades. These results, 
provide a design criteria in the selection of solidity in in­
ducers. 

Acknowledgments 
The author wishes to acknowledge the National 

Aeronautics and Space Administration for sponsoring 
(NASA Grant NGL 39-009-007) the research carried out at 
The Pennsylvania State University on inducer flows. Com­
ments, criticism, and encouragement by Werner R. Britisch of 
the NASA Lewis Research Center and George F. Wislicenus 
of The Pennsylvania State University are gratefully 
acknowledged. 

References 

1 Ross, C. C , "Some Historical Notes on Turbopump Systems for Liquid 
Rockets," ASME Paper 64WA/FE22, 1964. 

2 Rothe, K., "Turbopump Configuration Selection for the Space Shuttle 
Main Engine," ASME Paper 74-FE-33, 1974. 

3 Johnson, J., and Colbo, H., ' 'Update of the Space Shuttle Main Engine 
(SSME)," AIAA Paper 78-1001, 1978. 

4 Susuda, S., and Kitamura, N., "Experimental Studies on Centrifugal 
Pump with Inducer for Water Jetted Propulsion," Inst. Mech. Engrs. (Lon­
don), Paper C165/74, 1974. 

5 Arcand, L., "The Performance of Two Axial Flow Water Jet Pumps," 
ASME Symp. on Pumping Machinery for Marine Propulsion, Mar. 1968. 

6 Luscher, W. P., "Commercial Application of Rocket Turbopump 
Technology," NASA SP 5030 (Symposium on Technology Status and Trends), 
Apr. 1965, pp. 21-35. 

7 Acosta, A. J., "An Experimental Study of Cavitating Inducers," Proc. 
Second Symposium on Naval Hydrodynamics, Washington, D.C., Aug. 1958, 
pp.553-557. 

8 Jacobsen, J. K., "Liquid Rocket Engine Turbopump Inducers," Series 
on NASA Space Vehicle Design Criteria, NASA SP 8052, May 1971. 

9 King, A. L., "References on Inducers for Rotodynamic Pumps," British 
Hydromechanics Research Association Report B1B24, Sept. 1967. 

10 Wislicenus, G. F., "Preliminary Design of Turbopumps and Related 
Machinery," NASA Reference Publication (RP) (to be published 1982). 

11 Stenning, A. H., "The Design of Axial Inducers for Turbopumps," 
M.I.T. Gas Turbine Lab Rept. 44, Feb. 1958. 

12 Wright, M. K., "Design Comments and Experimental Results for 
Cavitation Resistant Inducers Up to 40,000 Suction Specific Space," Trans. 
ASME, Apr. 1964, pp. 176-180. 

13 Janigro, A., and Ferrini, F., "Recent Progress in Pump Research," Von 
Karmanlnst. Lecture Series 61, 1973. 

14 Ross, C. C , and Benerian, G., "Some Aspects of High Suction Speed 
Pump Inducers," Trans. ASME, Nov. 1956, pp. 1715-1721. 

15 Jekat, W. K., "The Worthington Inducer," NASA Final Report on 
Contract NAS8-2680, 1964. 

16 Farquahr, T., and Lindley, B. K., "Hydraulic Design of the M-l Liquid 
Hydrogen Turbopump," NASA CR 54822, 1966. 

17 Sandercock, D. M., Soltis, R. F., and Anderson, D. A., "Cavitation and 
Non-Cavitation Performance of 80.6° Flat Plate Helical Inducer at Three 
Rotational Speeds," NASA Technical Note D-1439, Nov. 1962. 

18 Miller, C. D., and Gross, L. A., "A Performance Investigation of an 
Eight-Inch Hubless Pump Inducer in Water and Liquid Nitrogen," NASA TN 
D-3807, Mar. 1967. 

19 Soltis, R. F., Anderson, D. A,, and Sandercock, D. M., "Investigation 
of the Performance of a 78 ° Flat Plate Helical Inducer,'' NASA Technical Note 
D-1170, Mar. 1962. 

20 Anderson, D. A., Soltis, R. F., and Sandercock, D. M., "Performance 
of an 84° Flat Plate Helical Inducer and Comparison with Performance of a 
Similar 78° and 80.6° Inducers,'' NASA TN D-2553, Dec. 1964. 

21 Wislicenus, G. F., and Lakshiminarayana, B., "Design of a Test In­
ducer," NASA CR-67129, 1965. 

22 McCafferty, H. G., "Errors in Measuring the Fluctuating Flow at the 
Discharge of an Inducer," M.S. thesis, Dept. of Aerospace Engineering, The 
Pennsylvania State University, 1967. 

23 Lakshminarayana, B., "Investigations and Analysis of Flow 
Phenomena of Secondary Motions in Axial Flow Inducers," NASA CR-
103291, June 1969, pp. 1-23. 

24 Jabbari, A., "Turbulent Boundary Layer Characteristics on a Rotating 
Helical Blade," M.S. thesis, Dept. of Aerospace Engineering, The Penn­
sylvania State University, 1969 (also as NASA CR-105649, NASA Star Index 
N69-36288, Sept. 1969). 

25 Poncet, A., Yamaoka, H., and Lakshminarayana, B., "Investigations 
and Analysis of Flow Phenomena of Secondary Motions in Axial Flow In­
ducers," NASA CR-107267, July 1970, pp. 1-115. 

26 Yamaoka, H., Lakshminarayana, B., and Anand, A. K., "In­
vestigations and Analysis of Flow Phenomena of Secondary Motions in Axial 
Flow Inducers," Report to NASA, July 1971, 97 pp. 

27 Lakshminarayana, B., and Anand, A. K., "Solidity Effects in Axial 
Flow Inducers," Proc. Second International J.S.M.E. Conf. on Fluid 
Machinery andFluidics, Tokyo, Sept. 1972, pp. 157-166. 

28 Lakshminarayana, B., "Visualization Study of Flow in Axial Flow 
Inducers," ASME Journal of Basic Engineering, Dec. 1972, pp. 777-787. 

29 Lakshminarayana, B., Jabbari, A., and Yamaoka, H., "Turbulent 
Boundary Layer on a Rotating Helical Blade," Journal of Fluid Mechanics, 
Vol. 51, Part 3, 1972, pp. 545-569. 

30 Anand, A. K., Gorton, C. A., Lakshminarayana, B., and Yamaoka, H., 
"Investigation of Boundary Layer and Turbulence Characteristics Inside the 
Passages of an Axial Flow Inducer," NASA CR-121248, July 1973, pp. 1-220. 

31 Lakshminarayana, B., "Experimental and Analytical Investigation of 
Flow Through a Rocket Pump Inducer," Fluid Mechanics, Design, and 
Acoustics of Turbomachinery, NASA SP 304, Part II, 1974, pp. 690-731. 

32 Lakshminarayana, B., "Three Dimensional Flow in Rocket Pump 
Inducers, Part 1: Measured Flow Field Inside the Rotating Blade Passage and at 
the Exit," ASME JOURNAL OF FLUIDS ENGINEERING, Vol. 95, Dec. 1973, pp. 

567-578. 
33 Poncet, A., and Lakshminarayana, B., "Investigations of Three 

Dimensional Flow Characteristics in a Three Bladed Rocket Pump inducer," 
NASACR-2290, 1973. 

34 Gorton, C. A., and Lakshminarayana, B., "Analytical and Ex­
perimental Study of the Three-Dimensional Mean Flow and Turbulence 
Characteristics Inside the Passage of an Axial Flow Inducer," NASA CR 3333, 
1980, pp.1-170. 

35 Lakshminarayana, B., and Poncet, A., "A Method of Measuring Three-
Dimensional Wakes in Turbomachinery," ASME JOURNAL OF FLUIDS 
ENGINEERING, Vol. 96, No. 2, June 1974, pp. 87-91 (discussion in JOURNAL OF 
FLUIDS ENGINEERING, Vol. 97, No. 4, Dec. 1975, pp. 627-628). 

36 Gorton, C. A., and Lakshminarayana, B., "A Method of Measuring the 
Three Dimensional Mean Flow and Turbulence Characteristics Inside a 
Rotating Turbomachinery Passage," ASME Journal of Engineering for Power, 
Vol. 98, No. 2, Apr. 1976, pp. 137-146. 

37 Lakshminarayana, B., and Gorton, C. A., "Three Dimensional Flow 
Field in Rocket Pump Inducers, Part 1: Three Dimensional Viscid Flow 
Analysis and Hot Wire Data on Three Dimensional Mean Flow and Turbulence 
Inside the Rotor Passage," ASME JOURNAL OF FLUIDS ENGINEERING, Vol. 99, 
No. 1, Mar. 1977, pp. 176-186. 

38 Anand, A. K., and Lakshminarayana, B., "Three Dimensional Tur­
bulent Boundary Layer in a Rotating Channel," ASME JOURNAL OF FLUIDS 
ENGINEERING, Vol. 97, June 1975, pp. 197-210. 

39 Anand, A. K., and Lakshminarayana, B., "An Experimental and 
Theoretical Investigation of Three Dimensional Turbulent Boundary Layer 
Inside the Passage of a Turbomachinery Rotor," NASA CR 2888, 1977. 

40 Anand, A. K., and Lakshminarayana, B., "An Experimental Study of 
Three Dimensional Boundary Layers and Turbulence Characteristics Inside a 
Rotating Channel," ASME Journal of Engineering for Power, Vol. 100, No. 4, 
1978, pp.676-690. 

41 Lakshminarayana, B., "On the Shear Pumping Effect in Rocket Pump 
Inducers," book chapter in Pump—Analysis, Design and Application, Vol. 1, 
Worthington Pump Inc., 1978, pp. 49-68. 

42 Cooper, P., and Bosch, H., "Three Dimensional Analysis of Inducer 
Fluid Flow," NASA Report CR-54836, TRW ER-6673A, Feb. 1966. 

43 Bosch, H. B., Cooper, P., and Stoermer, W. P., "Advanced Inducer 
Study," TRW ER-5288, May 1963. 

44 Horlock, J. H., Axial Flow Compressors, Butterworth, Inc., 1958. 
45 Wislicenus, G. F., Fluid Mechanics of Turbomachinery, Dover, Vol. II, 

1965, pp. 646-683. 
46 Vavra, M. H., AerothermodynamicsofTurbomachines, Wiley, 1960. 
47 Huppert, M. C. et al., "Some Cavitation Problems in Rocket Propellant 

Pumps," unpublished report, Rocketdyne. 
48 Mirolyubov, I. V., "Calculations of the Characteristics of Axial Flow 

Force Pumps," Aviattsionnaya Teknika, No. 1, 1959, pp. 81-88 (English 
translation AFSC, FTD TT 63-418). 

49 Dumov, V. I., "Calculation of Pressure Head Characteristics of Axial 
Helical Impellers," Taploenergetika, Vol 11, 1962, pp. 23-27 (English trans­
lation AFSC-FTD-TT 63-407). 

50 Roelke, R. J., "Analytical Investigation of Three Turbopump Feed 
Systems Suitable for High Pressure Hydrogen Oxygen Rocket Engine Ap­
plications," NASA TN D-2974, Aug. 1965. 

51 Rains, D. A., "Head Flow Characteristics of Axial Flow Inducers," Jet 
Propulsion, Aug. 1958, pp. 557-558. 

52 Lakshminarayana, B., and Wislicenus, G. F., "Investigations and 
Analysis of Flow Phenomena in Axial Flow Inducers," Report to NASA, Aug. 
1965. 

53 Newoj, H. J., "Cavitation Studies in Axial Inducers," Professional 
Degree Thesis, Calif. Inst. Tech., 1956. 

54 Katsanis, T., "Use of Arbitrary Quasi-Orthogonals for Calculating 
Flow Distribution in the Meridional Plane of a Turbomachine," NASA TN D-
2546,1964. 

55 Montgomery, J. C , "Analytical Performance Characteristics and 

426/Vol. 104, DECEMBER 1982 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.89. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Outlet Flow Constant and Variable Lead Helical Inducers for Cryogenic 
Pumps," NASA TND-583, March 1961. 

56 Cooper, P., "Analysis of Single and Two Phase Flows in Turbopump 
Inducers," ASME Journal of Engineering for Power, Vol. 89, 1967. 

57 Davis, R. E., Coons, L. L., and Scheer, D. D., "Internal Streamline 
Flow Analysis for Turbopump Inducers Under Cavitating arid Non-Cavitating 
Conditions," AIAA Paper 70-629, 1970. 

58 Cool, L. L., Reddecliff, J., Wemmel, A. E., and Young, W. E., "Study 
of Inducer Load and Stress," NASA CR 72712, Vol. 1 (1970), Vol. 2 (1972), 
Vol. 3(1972). 

59 Barten, H. J., Scheurenbrand, J. A., and Scheer, D. D., "Stress and 
Vibration Analysis of Inducer Blades Using Finite Element Technique," AIAA 
Paper 70-630, 1970. 

60 Giesing, J. P., "Extension of the Douglas-Neumann Program to 
Problems of Lifting, Infinite Cascades," Douglas Aircraft Division Report LB-
31653,July 1964. 

61 Lakshminarayana, B., and White, M. T., "Airfoil in a Contracting or 
Diverging Stream" J. Aircraft, Vol. 9, No. 5, May 1972, pp. 354-360. 

62 Soltis, R. F., Urasek, D. L., and Miller, M. J., "Overall Performance of 
a Tandem Bladed Inducer Tested in Water,' ' NASA TN D-5134, May 1969. 

63 Moore, R. D., and Meng, P. R., "Comparison of Non Cavitation 
Performance for 78°, 80.6°, and 84° Helical Inducers Operated in Hydrogen," 
NASA TN D-6361, May 1971. 

64 Oshima, M., "The Effect of Inducer Tip Clearance on Suction Per­
formance," Bw//. JSME, Vol. 13, No. 58, 1970, pp. 555-581. 

65 Mullan, P. J., "An Investigation of Cavitating Inducers for Tur-
bopumps," Gas Turbine Laboratory, M.I.T., Report No. 53, May 1959. 

66 Osborn, W. M., "Investigation of a Liquid-Fluorine Inducer and Main-
Stage Pump Combination Designed for a Suction Specific Speed of 20.000," 
NASA TM X-1070, Mar. 1965. 

67 Soltis, R. F., Urasek, D. C , and Miller, M. J., "Blade Element Per­
formance of a Tandem-Bladed Inducer Tested in Water," NASA Technical 
Note D-5562, Nov. 1969. 

68 Crouse, J. E., Montgomery, J. C , and Soltis, R. F., "Investigation of 
the Performance of an Axial Flow Pump Designed by the Blade Element 
Theory—Design and Overall Performance," NASA TND-5915, 1961. 

69 Lakshminarayana, B., "Techniques for the Measurement of Rotor Flow 
in Turbomachinery," Proc. ASME Symposium on Measurement Methods in 
Rotating Components of Turbomachinery, Edited by B. Lakshminarayana and 
P. Runstadler, Jr., 1980 (to be published in ASME Journal of Engineering for 
Power, April 1981). 

70 Iura, T., Discussion of reference [6], p. 554. 
71 Lakshminarayana, B., "Analytical and Experimental Study of Flow 

Phenomena in Non-Cavitating Rocket Pump Inducers," NASA CR. 3471, Oct. 
1981. 

72 Lindley, B. K., and Martinson, A. R., "An Evaluation of a Hubless 
Inducer and a Full Flow Hydraulic Turbine Driven Inducer Boost Pump," 
NASA CR 72995, 1971. 

73 Jekat, "A New Approach to the Reduction of Pump Cavitation, The 
Hubless Inducer," ASME Journal of Basic Engineering, Vol. 89, 1967, pp. 
125-139. 

74 King, J. A., "Testing Pumps in Air," ASME Journal of Engineering for 
Power, 1968 (ASME Paper No. 67-WA/FE-4). 

Uncited References 
Cavitation Performance 

Also see references [4-20, 43, 53, 55-58, 63-67, 73] for cavitating aspects of 
inducers. 

75 Stripling, L. B., and Acosta, A. J., "Cavitation in Turbopumps, Part 
1," ASME Journal of Basic Engineering, Vol. 84, No. 3, Sept. 1962, p. 326. 

76 Stripling, L. B., "Cavitation in Turbopumps, Part 2 , " ASME Journal 
of Basic Engineering, Vol. 84, No. 3, Sept. 1962, p. 329. 

77 Jekat, W. K., "Reynolds Number and Incidence-Angle Effects on In­
ducer Cavitation," ASME Paper 66-WA/FE-31, 1966. 

78 Oshima, M., "A Study on Suction Performance of a Centrifugal Pump 
With an Inducer," Bulletin, JSME, Vol. 10, No. 42, 1967, pp. 959-965. 

79 Lewis, G. W., and Tysl, E. R., "Cavitation Performance of an 83° 
Helical Inducer Operated in Liquid Hydrogen," NASATM X-419,Mar. 1961. 

80 Jakobsen, J. K., "On the Mechanism of Head Breakdown in Cavitating 
Inducers," ASME Journal of Basic Engineering, Vol. 86, June 1964, pp. 
291-304. 

81 Bisell, W. R., Wong, G. S., and Winstead, T. W., "An Analysis of Two 
Phase Flow in LH2 Pumps for 0 2 / H 2 Rocket Engines," AIAA Paper 69-549, 
1969. 

82 Deeprose, W. M., et al., "Cavitation Noise, Flow Noise, and Erosion," 
Proc. Conf. and Cavitation, Inst. Mech. Engrs. London, 1974. 

83 Moore, R. D., and Meng, P. R., "Cavitation Performance of Line 
Mounted 80.6° Helical Inducer in Hydrogen," NASA TM X-1854, Aug. 1969. 

84 Meng, P. R., and Moore, R. D., "Hydrogen Cavitation Performance of 

80.6° Helical Inducer with Blunt Leading Edges," NASA TM X-2022, July 
1970. 

85 Meng, P. R., and Moore, R. D., "Hydrogen Cavitation Performance of 
80.6 ' Helical Inducer Mounted in Line with Stationary Center Body," NASA 
TMX-1935, Jan. 1970. 

86 Kovich, G., "Experimental and Predicted Cavitation Performance of 
80.6° Helical Inducer in High Temperature Water," NASA TN D-6809, May 
1972. 

87 Kovich, G., "Comparison of Predicted and Experimental Cavitation 
Performance of 84° Helical Inducer in Water and Hydrogen," NASA TN D-
7016, Dec. 1970. 

88 Ball, C. L., Meng, P. R., and Reid, L., "Cavitation Performance of an 
84° Helical Pump Inducer Operated in 37° and 42° R Liquid Hydrogen," 
NASA TMX-1360, 1967. 

89 Moore, R. D., and Meng, P. R., "Thermodynamic Effects of Cavitation 
of an 80.6 ° Helical Inducer Operated in Hydrogen," NASA TN D-5614, 1970. 

90 Meng, P. R., "Change in Inducer Net Positive Suction Head 
Requirement with Flow Coefficient in Low Temperture Hydrogen (27.9° to 
36.6°R),"NASATND-4423, 1968. 

91 Meng, P. R., and Moore, R. D., "Cavitation Performance of 80.6° 
Helical Inducer in Liquid Hydrogen," NASA TM X-1808, 1969. 

92 Meng, P. R., and Connelly, R. E., "Investigation of Effects of 
Simulated Nuclear Radiation on Inducer Performance in Liquid Hydrogen," 
NASATM X-1359, 1967. 

93 Moore, R. D., and Meng, P. K., "Effect of Blade Loading Edge 
Thickness on Cavitation Performance of 80.6° Helical Inducer in Hydrogen," 
NASATND-6855, 1970. 

94 Sutton, M., "Improving the Cavitation Performance of Centrifugal 
Pumps with Helical Inducer," Brit. Hydromechanics Res. Assoc, TN 814, 
1964. 

95 Jacobsen, J. K., "Computer Program to Calculate Cavity on Inducer 
Blades," NASA Tech. Brief NAR 53852, 1968. 

Unsteady Cavitation, Instability and Oscillations 

96 Kim, J. H., and Acosta, A. J., "Unsteady Flow in Cavitating Tur­
bopumps," ASME Journal of Fluids Engineering, Vol. 97, 1975, pp. 413-418. 

97 Rubin, S., "Longitudinal Instability of Liquid Rockets Due to 
Propulsion Feedback (POGO)," Journal Spacecraft and Rockets, Vol. 3, No. 
8, 1966, pp.1188-1195. 

98 Sack, L. E., and Nottage, H. B., "System Oscillations Associated with 
Cavitating Inducers," ASME Journal of Basic Engineering, Vol. 87, No. 4, 
1965, pp.917-925. 

99 Natanzon, M. S., and Baltsev, N. I., Bazhanov, V. V., and 
Leyderuarger, M. R., "Experimental Investigation of Cavitation Induced 
Oscillations in Helical Inducers," Fluid Mech.—Soviet Research, Vol. 3, 1974, 
pp.38-45. 

100 Brennen, C. and Acosta, A. J., "Theoretical Quasi-Static Analysis of 
Cavitation Compliance in Turbopumps," Journal Spacecraft and Rockets, 
Vol. 10, No. 3, 1973, pp. 175-180. 

101 Ghahremani, F. G., and Rubin, S., "Empirical Evaluation of Pump 
Inlet Compliance," Final Report No. ATR-73 (7257)-l, Aerospace Corp., El 
Segundo, Calif., July 1972. 

102 Kolesnikov, K. S., and Kinelev, V. G., "Mathematical Model of 
Cavitation Phenomena in Helico Centrifugal Pumps," Soviet Aeronautics, 
Vol. 16, No. 4, 1973, pp. 64-68. 

103 Brennen, C. Acosta, A. J., "The Dynamic Transfer Function for a 
Cavitation Inducer," ASME JOURNAL OF FLUIDS ENGINEERING, Vol. 98, 1976, 
pp.182-191. 

104 Jackson, E. D., "Summary: Study of Pump Discharge Oscillations," 
Rocketdyne Report R-6693-1, Oct. 1966. 

105 Wong, G. S., MacGregor, C , and Hoshide, R. K., "Suppression of 
Cavitation and Unstable Flow in Throttled Pumps," Journal Spacecraft, Vol. 
2, No. 1, Jan.-Feb. 1965, pp. 73-80. 

106 Kamijo, K., Shimura, T., and Watanabe, M., "An Experimental In­
vestigation of Cavitating Inducer Instability," ASME Paper 77-WA/FE-44, 
1977. 

107 Ng, S. L., "Dynamic Response of Cavitating Turbomachines," Ph.D. 
thesis, Cal. Tech., 1976. 

108 Young, W. E., et al., "Study of Cavitating Inducer Instabilities," 
NASA CR-123939, 1972. 

109 Badowski, H. R., "An Explanation for Inducer Instability in Cavitating 
Inducer," ASME Forum on Cavitation, 1969. 

110 Watanabe, T., and Kawata, Y., "Research on the Oscillation in 
Cavitating Inducer," IAHR, 1979, pp. 265-276. 

111 Jackson, E. D., "Study of Pump Discharge Oscillations," (Final 
Report) NASA CR 80153, 1968. 

112 Kamijo, K., Shimura, T., and Watanabe, M., "A Visual Observation of 
Cavitating Inducer Instability," National Aerospace Laboratory (Japan) 
Report NAL TR 598T, May 1980. 

113 Greitzer, E., "Stability of Pumping Systems," ASME JOURNAL OF 
FLUIDS ENGINEERING, Vol. 103, No. 2, June 1981. 

Journal of Fluids Engineering DECEMBER 1982, Vol. 104 / 427 

Downloaded 02 Jun 2010 to 171.66.16.89. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



C. E. Brennen 

Professor of Mechanical Engineering. 

C. Meissner 

E. Y. Lo 

G. S. Hoffman 

Former Undergraduates. 

California Institute of Technology, 
Pasadena, Calif. 91125 

Scale Effects in the Dynamic 
Transfer Functions for Cavitating 
Inducers 
Dynamic transfer functions for two cavitating inducers of the same geometry but 
different size are presented, compared, and discussed. The transfer functions for 
each inducer indicate similar trends as the cavitation number is decreased. The 
nondimensional results for the two sizes are compared with themselves and with 
theoretical calculations based on the Bubbly Flow Model (reference [2]). All three 
sets of results compare well and lend further credance to the theoretical model. The 
best values of the two parameters in the model (K and M) are evaluated and 
recommended for use in applications. 

1 Introduction 
The purpose of this paper is to present further data on the 

dynamic transfer functions for cavitating inducers. The 
earlier experiments of Ng and Brennen [1] presented measured 
transfer functions for a 7.6 cm diameter model of the low 
pressure oxidizer turbopump in the Space Shuttle Main 
Engine (SSME). In a later paper [2] a theoretical model of the 
unsteady cavitating flow in an inducer was presented which, 
despite many approximations, yielded transfer functions 
which exhibited many of the qualitative dynamic charac­
teristics of the experimental measurements. For the purpose 
of more detailed quantitative rather than qualitative com­
parison, it was necessary to assume values for two scalar 
quantities which are crucial to the model. One of these (K in 
reference [2]) essentially represents the mean compressibility 
of the bubbly cavitating flow; the other (M in reference [2]) is 
the factor of proportionality between the fluctuating angle of 
attack at the inducer inlet and the fluctuating rate of 
production of cavitating bubbles in the neighborhood of inlet. 

This paper presents further experimental measurements of 
transfer functions specifically for larger, 10.2 cm diameter 
inducers. A number of inducers were used but presentation 
here will be confined to the results for a 10.2 cm model of the 
SSME inducer. Comparison with the results for the 
geometrically similar 7.6 cm inducer allows some limited 
evaluation of the effects of scale on the transfer function 
elements (and on K and M). Furthermore, the more extensive 
data base and the improvement in the quality of the data 
permit a more critical examination of the theoretical "bubbly-
flow" model and lead to a more definitive recommendation 
for the empirical constants K and M. 

Like the previous experiments, the present results were 
obtained in the Dynamic Pump Test Facility which has been 
previously described in reference [1]. For the present ex-

Contributed by the Fluids Engineering Division for publication in the 
JOURNAL OF FLUIDS ENGINEERING. Manuscript received by the Fluid 
Engineering Division, September 26, 1979. 

periments an alternative working section was constructed to 
accommodate 10.2 cm impellers. However, the same volute 
was used for both impeller sizes. Furthermore, new dynamic 
instrumentation was added in the form of electromagnetic 
meters to supplement the earlier measurements of fluctuating 
flow rate (see Fig. 1). As previously discussed (references [1] 
and [11]) the measurement of the fluctuating flow rates (2 to 4 
percent of the mean flow rate) into and out of the pump are 
the most critical aspect of these kinds of experiments. As 
described in reference [11], the modified Foxboro elec­
tromagnetic meters (EMM) provided significant improvement 
in the dynamic data over that obtained with the laser doppler 
velocimeters (LDV). This was due primarily to the fact that 
the EM meters provide a true integrated measure of the in­
stantaneous volume flow rate [3] in these unsteady flows. 
Such a measure is difficult to achieve with the point velocity 
measurements using the LDV, particularly in the presence of 
oscillating flow boundary layers. Some details on both the 
steady calibration of the EM meters and an in-line com­
parison of the dynamic performance of the EMM and LDV 
are included in reference [11]. 

2 Steady State Inducer Pump Performance 

The difference in performance between the two 
geometrically similar inducers was investigated and found to 
be caused by differences in the efficiency of pressure recovery 
in the volute. The latter was not scaled up but merely 
modified at inlet to accommodate the 10.2 cm impellers. The 
resulting difference in the slope of the performance curves at a 
flow coefficient, <f> = 0.07 (for which dynamic transfer 
matrices were obtained) causes some difference in the 
"resistance" component (real part of Z12) of the transfer 
matrices for the two impellers; further discussion on this is 
delayed until Section 5. 

The cavitation performance of the 10.2 cm impeller is 
presented in Fig. 3. Comparison of this data with the 
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cavitation performance of the 7.6 cm impeller (see Fig. 4 of 
reference [1]) indicates that the curves are merely displaced 
vertically due to the differences in pressure recovery in the 
volute and that the essential nature of the cavitation effect is 
unchanged. Also shown in Fig. 3 are the mean flow conditions 
at which dynamic transfer matrices were obtained; these are 
identified by letters which will be used for identification in 
later figures. 

Both steady state performance data and dynamic transfer 
functions were also obtained with various prerotation 
inhibiting devices installed several diameters upstream of the 
inducers. The effects of these devices are reported briefly in 
reference [11]. 

3 Dynamic Transfer Matrices 

The dynamic transfer matrices reported here use the 
definition described previously ([1], [2]) 

h2-hs 

m2 - f f i | 

ZPU 

ZP2l 

ZP, 

ZP, 

~h, 

where h, m are nondimensional fluctuating total pressure and 
mass flow rate quantities which are complex in general. 
Subscripts 1 and 2 refer to inlet and discharge quantities. The 

the modified Dynamic Pump Test 

transfer matrix [ZP] is a complex function of the mean flow 
conditions (</>, a) and the reduced frequency, OJ. 

The experimental and data reduction methods used to 
obtain [ZP] matrices between the inducer inlet and the volute 
discharge were similar to those described by Ng and Brennen 
[1]. However, two differences should be noted. First, the 
addition of the electromagnetic flow meters allowed separate 
evaluation of transfer matrices using the simultaneous 
measurements from either the EM meters or the laser doppler 
velocimeters. Second, in order to accommodate the discharge 
EM meter, the downstream smoothing section between the 
volute discharge and the downstream LDV was considerably 
shortened and strengthened. This significantly reduced the 
corrections which were originally used by Ng and Brennen [1] 
to obtain the pump transfer matrix, [ZP], from the overall 
measured [Z] matrix. Furthermore, all the corrections 
described in that previous paper are smaller in relative 
magnitude for the 10.2 cm impellers than for the 7.6 cm 
impellers. The net result is a substantial improvement in 
accuracy over the transfer functions previously presented for 
the 7.6 cm impellers. 

The presentation of the transfer functions is similar to that 
employed previously. The real and imaginary parts of the 
elements of [ZP] are plotted as solid and dashed lines, 
respectively, in graphs against reduced frequency, u>. All of 
the transfer functions presented here for the 10.2 cm impeller 

Nomenclature 
aNU = coefficients in the polynomial 

fits to the transfer matrices 
A, = inducer inlet area 
F = blade passage frictional re­

sistance parameter 
ft = inducer blade tip spacing 
h = nondimensional fluctuating 

total pressure, h*/\/2pU\ 
h* = fluctuating total pressure 

I,J= dummy subscripts equal to 1 
or 2 

j = imaginary unit 
K = parameter of bubbly flow 

model 

M = parameter of bubbly flow 
model 

m = nondimensional fluctuating 
mass flow rate, m*/pUrAj 

m* = fluctuating mass flow rate 
A7 = integer power and subscript 

UA = mean axial velocity at inducer 
inlet 

UT = inducer tip speed 
ZPU = inducer pump transfer matrix 

7 = blade angle at inducer inlet tip 
e = fractional length of blade 

passage containing bubbly 
mixture 

<j> = flow coefficient, UAIUT 

\p = head coefficient, total 
pressure rise -s- pU\ 

p = water density 
a = cavitation number, inlet 

pressure minus vapor pressure 
-f- \Ilplflr 

T = ratio of inducer axial length to 
blade tip spacing 

Q = radian frequency of per­
turbations 

o) = reduced frequency Qh/UT 

Subscripts 1 and 2 on h and m refer to 
the inlet and discharge quantities. 
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Fig. 3 Cavitation performance at the 10.2 cm diameter model at 
various flow coefficients taken with a uniform honeycomb in the inlet 
flow. The points at which transfer functions were obtained are in­
dicated by the letters, A, C, D, G, and H. Uncertainties are about ±0.002 
on the ordinate and abscissa. 

were obtained from the EMM flow rate measurements, 
though simultaneous LDV transfer functions were also ob­
tained in all cases. As discussed previously, the EMM transfer 
functions were believed to be superior; one comparison of 
EMM and LDV transfer functions is included in reference 
[11]. 

4 Comparison of the Transfer Matrices for the Two 
Sizes of Impeller 

Figure 4 presents the measured transfer functions for the 
10.2 cm impeller at 4> = 0.07 and various cavitation numbers. 
The latter range from a = 0.37 for the point A at which there 

' 0 0.1 0.2 0.3 0.4 0.5 ' 0 O.I 0.2 0.3 0.4 0.5 

NON-DIMENSIONAL FREQUENCY, w 

Fig. 4 Transfer matrices for the 10.2 cm impeller at 4 = 0.07, a 
rotating speed of 6000 rpm and various cavitation numbers as follows: 
(A) 0.37, (C) 0.10, (D) 0.069, (G) 0.052, and (H) 0.044. The real and 
imaginary parts are denoted by the solid and dashed lines, respec­
tively. The quasistatic resistance from the slope in Fig. 2 is indicated by 
the arrow. 
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Fig. 5 Polynomial curve fits to the 10.2 cm impeller transfer matrices 
of Fig.4 

was little cavitation, down to a = 0.045 for the pont H at 
which there was extensive cavitation and the impeller was on 
the verge of breakdown. For purposes of clarification and 
comparison with similar graph for the 7.6 cm impellers 
(Brennen [2]), polynomial fits were made to these data of the 
form 

NU 

ZPlJ= EffAO/C/w)" (1) 
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where TV,, = TV21 = TV22 = 3, TV!2 = 5, anda021 anda022 were 
set to zero in order to satisfy quasistatic continuity of mass 
[9]. Some of the resulting smoothed transfer functions are 
presented in Fig. 5. The comparable figure for the 7.6 cm 
impellers was included in reference [2] and is reproduced here 
as Fig. 6. In that figure the letters do not refer to the points in 
Fig. 3, but to those in Fig. 4 of reference [1]. 

The trends with cavitation number which were discussed in 
references [1] and [2] are similar for the two impellers. It is 
quite clear that in both cases a quasistatic model would only 
be appropriate for reduced frequencies less than about 0.1. 
Though a more detailed comparison will be included as part 
of the correlation with theory in Section 7, the following 
comments should be made on each of the ZP elements. 
Beginning with the impedance, ZPi2, it is clear from Figs. 5 
and 6 that the trend of the resistance (or negative of the real 
part of ZPn) correlates fairly well in both cases with the 
quasistatic resistance which can be obtained from the slope of 
the performance curves in Fig. 2. However these initial values 
differ in the two cases, not because of scale, but due to dif­
ferences in pressure recovery in the volute as discussed in 
Section 2. Furthermore, it is apparent that under non-
cavitating conditions the resistance in the 10.2 cm impeller 
increases more dramatically with frequency than in the 7.6 cm 
impeller. The reason for this is not clear but it may be a 
property of the flow at discharge and in the volute rather than 
a property of the inducer itself. Incrementally, cavitation 
causes a decrease in the resistance at higher frequencies 
although this is more marked with the 7.6 cm impeller. The 
inertial component of the impedance (negative of the 
imaginary part of ZPn) is larger for the larger impeller. 
Cavitation causes incremental decreases in this component at 
higher frequencies which are similar for the two impellers. 

Turning to the other three components, it should be stressed 
that in theory all of them should be zero for a completely rigid 
system, an incompressible fluid, and no cavitation. Apart 
from some unexplained discrepancies in ZP22, this appears to 
be the case for both impellers. For example, nonzero values 
for ZPU and ZP2i can be attributed entirely to the presence of 
cavitation. The comparison of Figs. 5 and 6 indicates good 
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Fig. 7 The determinant, D, for the transfer matrices of Fig. 4. Real and 
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Fig. 9 Comparison of the low frequency compliances, - a 1 2 l , f o r t h e 
two impellers and equation (10) with K = 1.3 and 0.9 

agreement between the two impellers insofar as the pressure 
gain term (ZPU) and its variation with cavitation number are 
concerned. The imaginary part of ZP2l which is generally 
termed the compliance increases with a in the expected 
manner in both cases. However, the larger impeller yielded 
negative real parts for ZP2I which did not occur for the 
smaller impeller. Finally, the general character of the in­
cremental changes with cavitation number in the mass flow 
gain term (ZP22) are similar in both cases. 
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The significance of the determinant, D, of [ZP] + [I] has 
been discussed previously ([1], [2], [6]); the deviation from a 
value of unity presents some measure of the extent to which 
the dynamics of the pump have become potentially active. The 
determinants of the 10.2 cm impeller transfer matrices of Fig. 
4 are plotted in Fig. 7. This exhibits the same features 
discussed previously for the 7.2 cm impeller [1]. Without 
cavitation the determinant is indeed unity; increasing the 
amount of cavitation results in progressive departure from 
passive dynamics. It has recently been demonstrated that 
serious system instabilities can result from this trend of in­
creasingly active dynamics at lower cavitation numbers [6]. 

All of the above results were obtained close to the design 
flow coefficient, <j> = 0.07 and at an ambient temperature of 
21 °C. Some transfer functions were obtained at other flow 
coefficients (up to 0.076) and temperatures (up to 74°C) to 
investigate both off-design and thermodynamic effects. Only 
minor variations in the transfer functions were observed. 

5 Comparison with the Bubbly Flow Model 

The bubbly flow model yields theoretical transfer matrices 
given by equations (35) through (38) of reference [2]. They are 
functions of geometrical parameters, the flow coefficient, a 
blade-passage friction parameter, the mean length of the 
cavitating region (a surrogate cavitation number parameter) 
and, of course, the reduced frequency, co. In addition, it is 
necessary to assume values for the two parameters K and M 
described in the Introduction. The purpose of this section will 
be to compare the model with experimental results described 
above. To begin with, however, it is instructive to confine 
attention to a comparison at the lower frequencies. The 
complicated expressions for the theoretical transfer matrices 
reduce at low frequencies to the following approximate 
relations: 

ZPU = K<j>Fe+juKTe{coly + (\-e/2)F+cl>/sm2y} (2) 

ZPn = 

ZP, 

- 2jb>T/sm2y — 2cot-y - 2F (3) 

(4) _2i — —jwerK/2 

ZP22 ~ -jcoeT{M/<t>-K<t>/sm2y} (5) 

These expressions include only the terms of order (yco)° and 
(Jui)' resulting from an expansion for small u> (the third order 
terms are long and involved and will not be repeated here). 
Correlation with the polynomial form (1) used to fit the data 
yields the following relations which must presumably hold if 
the model has value: 
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« o n = K4>Fe 

anl = Kre{coty+(l-

"012 = - 2co t7 -2 .F 

#112 = - 2 r / s i n 2 7 

-e/2)F+<f>/sm2y} 

(6) 

(7) 

(8) 

(9) 

am = Kre/2 (10) 

fl122 = - re{M14>-K<l>/sin27) (11) 

With these expressions, a three-way comparison will be 
made between the values for the <zNU coefficients derived from 
the experiments on 7.6 cm and 10.2 cm impellers and the 
values calculated from the expressions (7)-(ll). For this 
purpose note that the impellers have a blade angle at the tip of 
7 = 9° and a geometric value of r of 0.45. 

The simplest component to start with is the inertance, — 
an2, which is plotted against cavitation number in Fig. 8. 
From equation (9) the theoretical first order term with T = 
0.45 yields a value of 37. It can be seen from the experimental 
data that the actual inertance first decreases somewhat as the 
cavitation number is lowered and then increases at lower 
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Fig. 13 Transfer functions calculated from the complete bubbly flow 
model with <j> = 0.07, y = 9 deg, T = 0.45, F = 1.0, K = 1.3, and M = 
0.8. Various cavitation numbers according to ( = 0.02/u are shown. 

cavitation numbers. Although the first order term in the 
theory is a simple constant, the complete expressions indicate 
similar theoretical trends with cavitation number (see 
reference [2] and Fig. 13). Note that the two impellers yield 
similar results. However, the value of 37 is probably low due 
to the neglect of the fact that the cross-sectional area of the 
flow is decreasing through the impeller as the hub radius 
increases; this would yield higher values for the inertance or a 
higher equivalent value of rof about 0.6. 

The observed experimental relation [2] between a and e = 
0.02/a, permits comparison of the compliance, —am, and 
mass flow gain factor, -al22, which are presented in Figs. 9 
and 10. Both figures indicate consistency between the two sets 
of experimental results even though the older data for the 7.6 
cm impeller is more scattered. They are also consistent with 
the trend exhibited by the theoretical expressions (10) and 
(11); it would appear that K and M values of about 1.3 and 
0.8, respectively, best fit the data. 

The slope of the imaginary part of ZPU , (anl) is presented 
in Fig. 11; the term involving F in the relation (7) has been 
omitted for this purpose and, not unexpectedly, the resulting 
theoretical line in Fig. 11 is on the lower side of the ex­
periments. The magnitude of the zeroth order real part of 
ZPU, (a0ii) is small, positive, and increases with decreasing a 
in both theory and experiment. In practice, however, the real 
part of ZPn is dominated by terms of order (jw)2 and higher 
as can be seen in Figs. 5 and 6. It is therefore more useful to 
present plots of the experimental values of «2n as has been 
done in Fig. 12. Here again the results of the experiments for 
the two impellers are similar. 

Finally, the complete bubbly flow model has been used with 
7 = 9 deg, T= 0.45, </> = 0.07, F = \,K = 1.3,andM = 0.8, 
to produce the complete transfer function depicted in Fig. 13 
for purposes of direct comparison with Figs. 5 and 6. 

The value of F is unimportant and could just as well be set 
equal to zero; resulting changes in the transfer matrices are 
minor, the most obvious being an increase in the co — 0 in­
tercept of Re(ZP,,) as Fis increased. 

Comparison with Figs. 5 and 6 reveals quite similar 
qualitative trends in virtually all of the elements of the 

transfer matrices. The most notable exception is the Re(ZP2i); 
this component, however, is usually rather unimportant in 
determining the stability of a hydraulic system (reference [6]). 

6 Conclusions 

Dynamic transfer functions for two geometrically similar 
impellers, 7.6 and 10.2 cm, have been obtained compared, 
and analyzed. Within the data scatter there is little evidence of 
any effect of size or speed apart from that implicit in the 
nondimensionalization of total pressures, mass flow rate, and 
frequencies. The quality of the 10.2 cm impeller data is better 
than the previous data for the 7.6 cm impeller because of 
improved flow rate measurements using the EM meters. 

The data for both impellers has also been compared with 
the predictions of the bubbly flow model (reference [2]). This 
comparison documents values of 1.3 and 0.8 for the two 
unknown constants (K and M) implicit in the model. It then 
appears that the bubbly flow model has considerable merit 
and yields theoretical transfer matrices within the ex­
perimental uncertainty. 
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Statement of Uncertainties Not Given in Figure Captions 

Uncertainties in the measured transfer functions presented 
in Fig. 4 were evaluated using methods described in reference 
[1]. Ordinate error bars based on both (i) the influence of 
individual measurement scatter, and (ii) the influence of 
individual excitation modes on the resulting transfer func­
tions, were evaluated for each point plotted in the figure. The 
results were similar to those presented in reference [1], The 
uncertainty in the polynomial fitted transfer functions of 
Figs. 5 and 6 is evident from the comparison with data from 
which they were derived. The possible scatter in Fig. 7 is a 
direct result of the possible error in Fig. 4, and is ± 0.05, at 
most. The ordinate scatter in Figs. 8, 9, 10, 11, and 12 is self 
evident. 
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New Method for Monitoring and 
Correlating Cavitation Noise to 
Erosion Capability 
For the purpose of obtaining a correlation between cavitation noise and damage, 
the source of damage, and its variance with flow parameters, was investigated. The 
individual cavitation pressure pulses were monitored by measuring the peak pulse 
amplitudes in a cavitating venturi. A pressure-bar probe and an acquisition system 
has been designed, constructed and used along with a commercial Kistler 601A 
probe for this purpose. The acoustic power derived from the pulse height spectra 
(PHS) was found to vary with the nth power of venturi throat velocity, where 6.8 
< n < 10.5. The major component in this variation was the number of bubbles 
collapsing. This is a key factor in cavitation noise intensity variation, in this and 
other cavitating geometries. The acoustic power has been found to correlate 
linearly, with a small threshold, with the cavitation damage rate (MDPR) of 1100-
0 aluminum. The feasibility of using cavitation erosion efficiency (ratio between 
erosion power and acoustic power) in predicting eventual cavitaion erosion rates in 
various geometries has been investigated. 

I Introduction 

In present state of art it is difficult or impossible to predict 
the conditions in fluid machinery for which cavitation damage 
will occur, or the eventual rate of such damage. Thus it is 
desirable to have an easily measurable quantity which will 
indicate the damaging capability of a given flow regime. 
Cavitation bubble collapse emits high intensity shock waves 
and/or liquid microjets. A measure of these pulses should 
enable one to predict damage [1-3, e.g.]. 

Due to geometrical difficulties and lack of sophisticated 
instrumentation, none of the previous studies [1-3 e.g.] have 
measured the physical quantity derived from the amplitudes 
of the individual acoustic waves emitted by single bubble 
collapses and rebounds in a flowing system as in the present 
study. Some have measured the mean intensity (root mean 
square pressure) as a function of frequency with a spectrum 
analyzer. Lush and Hutton [1] found the pitting rate and 
mean intensity to vary as V4 in a venturi. Ramamurthy and 
Bhaskaran [3] found a linear relationship between the mean 
intensity at 8.0 KHz and damage measured as weight loss. The 
use of acoustic intensity alone prevents identifying the key 
factors of this complex process. Pulse amplitude and rate, are 
important quantities varying with flow parameters, as here 
shown. 

II Experimental Apparatus and Instrumentation 

The present work studies the acoustic waves emitted by 
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single bubble collapses and/or rebounds. Bubbles, incepted at 
the throat, collapse in the diffuser of a plexiglass venturi, part 
of the U-M high-speed water tunnel facility [4]. 

Figure 1 is a schematic of the plexiglass venturi. Damage 
specimens and transducers are mounted flush to the wall of 
the venturi in the same axial plane. The venturi throat velocity 
and the axial extent of the cavitation cloud is controlled by 
pump speed and downstream pressure. The cavitation cloud is 
composed of travelling bubbles which randomly nucleate in 
the liquid from microbubbles. 

A commercial probe (Kistler 601A), and a pressure-bar 
probe developed by the authors were used to record acoustic 
wave amplitudes. Criteria for the pressure-bar were minimum 
overshoot, rise-time, and sensitive head area. The Kistler 
601A was used to acquire the bubble collapse pulse height 
spectra (PHS) for this study, because of the relative fragility 

DAMAGE SPECIMEN NO. 1 

DAMAGE SPECIMEN NO. 2 

SECTION A-A 

PRESSURE 
TRANSDUCER r SPECIMEN-TRANSDUCER POSITION. 

ALSO TERMINATION OF CAVITATION 
CLOUD 

NOTE: ALL DIMENSIONS ARE INCHES 

Fig. 1 Venturi flow path 
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of the pressure-bar design. The pressure-bar probe was used 
for comparisons with the Kistler to yield more realistic peak 
amplitudes of the pressure waves. The detailed design and 
results of the pressure-bar probe study may be found in 
reference [5]. 

A microprocessor-based data acquisition system was 
designed and constructed to record and process pulse am­
plitudes to a pulse height spectrum, PHS. This allows 
measurement of absolute PHS in real time, data which is 
physically and statistically meaningful. 

Figure 2 is a block diagram of the data acquisition system. 
The Kistler probe signal is first amplified in a charge am­
plifier. The cavitation pulses are in general much larger than 
background flow noise, which has frequency components up 
to ~ 10 KHz. A multifunction filter in high-pass mode at­
tenuates the flow noise when venturi flow parameters produce 
a reduced cavitation noise compared to general flow noise. 

The pulse amplitude is detected by a peak detector designed 
here. It is digitized by an analog-to-digital converter with 
timing logic signals generated by a programmable clock and 
timing circuitry. The original signal may also be digitized 
directly. The pulse amplitudes are processed to PHS during 
acquisition with a suitable microprocessor. The data is then 
stored on a floppy-disk system, and can also be displayed on 
an oscilloscope or copied on a hard copy terminal. The details 
of the circuits designed here, system logic and software are 
found elsewhere [5,9]. 

Ill Experimental Observations 

A. Cavitation Pressure Pulses. Figure 3 shows responses of 
the Kistler probe to bubble collapses and/or rebounds in the 
venturi. The rise-times of the pulses no doubt depend on their 
origin and intensity. They range (Fig. 3) from 3 us to 10 us. 
Presumably, large amplitude shock fronts would steepen at a 
faster rate. The slower rise (10 /*s) in Fig. 3 may be due to a 
liquid jet impact as observed by Kling [6] in a similar venturi, 
rather than shock waves. The Kistler probe responds ac­
curately to waves with rise-times greater than 3 /is as is seen in 
Fig. 3, but oscillates at its fundamental longitudinal mode (~ 
130 KHz) for pulses with rise-time < 3 MS, as is seen in Fig. 
3(b). The second pulse in Fig. 3(b) 80 MS after the first, may be 
due to a rebound of the same bubble. 

Reflected waves from the opposite wall would arrive ~ 30 
MS after the initial, and would be attenuated in the water by a 
factor R0/R. R0 is the maximum bubble radius, i.e., ~ 1.5 
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Ŵ "" 

50 ^s/div 
0.5 V/div 

50 jjs/div 
1.0 V/div 

Fig. 3 Responses of Kistler (601-A) probe to cavitation bubbles in 
venturi 

mm [7]. The reflection coefficient of water to plexiglass is 0.2. 
Thus reflected wave amplitude will be only ~ 1 percent of the 
original wave amplitude. 

Figure 3 shows typical pulse traces, indicating that they are 
generally discrete in time. An a-d converter was used to 
digitize the original wave form to study pressure pulses over a 
longer period (250 ms, limited by available memory). Since 
the sampling rate was limited to 70 KHz, a low-pass filter set 
at 50 KHz was used to attenuate the 130 KHz resonant 
frequency of the transducer, resulting in the attenuation of the 
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peak pressures of the cavitation pulses by 24db/octave from 
the cut-off point (50 KHz). Figure 4 shows a typical segment 
of the data, running from 0 to 4.2 ms, showing that pulse 
amplitudes are indeed much larger than background flow 
noise. Figure 4 also shows that the pulses are in fact discrete. 
The repeated signal at about 10 KHz confirms that some of 
the bubbles do oscillate. This phenomenon has been 
photographically observed here in similar Venturis. The 
oscillation frequencies (5.0 to 20.0 KHz, Figs. 3(b) and 4) 
correspond to the natural frequencies of bubbles here ob­
served [6, 7]. These ranged in diameter from 0.25 to 1.3 mm. 
The resonant frequency of a bubble in an infinite medium can 
be calculated [8] using the following expression, 

PULSE AMPLITUDE (VOLTS) 

/= 
1 r3QVC„(PL+2o-AR) ! 

2irR 

where Cp/C„ = specific heat ratio 
R = radius of bubble 

Neglecting surface tension, this expression results in 
resonant frequencies of 4.7 KHz and 23.6 KHz for air bubbles 
in water at 1 bar, and the above size. 

Further work is planned to obtain better statistics con­
cerning collapse, rebound, oscillation, liquid jet impact, the 
spatial origin of the bubbles, and correspondence between the 
measured acoustic energy and the calculated potential energy 
for the collapsing bubbles. This could be achieved using two 
transducers at 180 deg separation. Another useful, but dif­
ficult measurement, would be pressure pulse rise-time 
spectrum, i.e., the relation between the risetimes and the 
number of the pressure pulses which is believed to be a major 
factor in cavitation erosion. 

B. Venturi Pulse Height Spectra. Measured spectra are 
discussed next. Unless otherwise stated, all were acquired with 
water at 80°F (26°C) and containing 0.8 percent volume of air 
(47 percent of saturation at STP). The cavitation cloud, 
determined visually, ended at the axial probe position (Fig. 1). 
Figure 5 is a typical spectrum. Repetitive measurements at the 
same flow conditions yielded similar spectra (magnitude and 
shape). The vertical lines drawn in Fig. 5 indicate the variation 
in the threshold setting used to discriminate against 
background flow noise. Figure 6 shows pulse height spectra 
taken at flow conditions with varying throat velocity. 

An attempt was made [9] to derive the pulse height spec­
trum shape that should be observed by a probe flush with the 
venturi wall at the bubble collapse axial position. A brief 
outline illustrates the overall complexity of the problem. 

Due to pressure reduction at the venturi throat, randomly 
distributed gas and/or vapor "nuclei" of various sizes 
become unstable. They then grow to various maximum sizes, 
and collapse in the diffuser section, emitting pressure pulses 
of differing amplitudes. The nuclei radius probability density 
function, W(Rt) has been calculated [10] and experimentally 
verified here [11] and elsewhere [12] to be approximately, 

W(Ri) 

I" Rmax 

*> " m m 

= AR,-1 

= 1 
(1) 

The pressure in the venturi is assumed to be deterministic 
and steady even though it is in reality stochastic due to the 
turbulent nature of the flow. The microbubble "nucleus" 
growth can be calculated, using the well-known Rayleigh 
equation [13], i.e., 

-Rd2R 3 /dR\ 

dt1 2\dt) 
PL(t)~PB(t) 
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Fig. 4 Typical digitized cavitation pressure pulses, Kistier 601A probe, 
Vt = 47.0 m/s, CL = up to probe = 9.8 cm 

COUNTS (X 10'1) 

3600 

3200 

2800 

2400 

2000 

1600 

1200 

800 

400 

0 

s 
~ % — 

~*~ 

Aaw 
• 

\ 

9 \ 

V 
%r 

9 * \ S 

% « * \ 9 

— 1 X 1 0 4 

— 1 X 103 

1 X 102 

— 1 X 1 0 1 

AMPLITUDE OF PULSE (VOLTS, 1 VOLT = 3.5 BAR) 

Fig. 5 Typical pressure pulse height spectrum, Kistier 601A probe, Vt 

= 47.0 m/s, CL = up to probe = 9.8 cm, sampling time = 30 min, ac = 
0.025 

COUNTS 

105 

103 

102 -

10° 

>avU a o 4.% 

o c O rfp a. 

Q 47.0 ' 

V 42.7* 

9 38.8* 

O 33.0* 

A 26.2* 

O 22.8* 

"VOLOCITY IN 
METRES/SECONDS 

° « <p ^ " ^ 

° oo 
1m M 

>̂ 
o A 

o L 

f 

V 

1 1 

AMPLITUDE OF PULSE (VOLTS, 1 VOLT - 3.5 BAR) 

(2) Fig. 6 Pressure pulse height spectra, Kistier 601A probe, CL = up to 
probe = 9.8 cm, sampling time = 30 min, ac = 0.025 

436/Vol. 104, DECEMBER 1982 Transactions of the ASM E 

Downloaded 02 Jun 2010 to 171.66.16.89. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



where: R = radius of bubble 
PL = liquid pressure in the throat 
PB = liquid pressure at the bubble wall 

p = liquid density 

Pressure is assumed uniform in the cylindrical throat 
region. The growth period is determined by the liquid 
velocity, and length of the cavitation region. Equation (2) was 
solved numerically to yield maximum bubble radius, (Rmm) 
for various size nuclei. The energy emitted from a collapsing 
bubble can be assumed roughly proportional to the potential 
energy of the bubble at its maximum radius times the liquid 
pressure above vapor pressure ("suppression pressure") at the 
point of collapse. It might then be further assumed that 
pressure pulse amplitude would also vary, as assumed for the 
present analysis. The fully realistic problem is extremely 
complex [7, 14, e.g.] so that a more exact analysis was im­
practical for the present study. Thus, for pulse amplitudes, a: 

a a Vm!a{PL-Pv) 

a a 
4 7T /?Lv 

' f^(PL-P») 
(3) 

Assuming all bubbles to collapse in the same axial plane where 
they are uniformly distributed, the distribution function 
W(a) of the amplitudes sensed at the venturi wall can be 
estimated from the distribution function W(Rj) of the 
equilibrium microbubbles in the liquid by evaluating: 

W(a)a W(Rj) 
dR, 

da 
(4) 

Figures 7 and 8 show these results, using venturi conditions. 
The function W{a), Fig. 8, passes through an inflexion point 
for intermediate values of "a," and then decreases for smaller 
values due to decrease of dRi/da. The calculated distribution 
function W(a) is similar in shape to that measured (Figs. 5 
and 6). An absolute comparison can only be made if the 
acoustic energy from a bubble is measured by two probes at 
the same axial position at 180 deg separation. 

However, the parameters significant for such a calculation 
are the growth period, the minimum throat pressure and the 
liquid pressure at point of collapse. The minimum throat 
pressure cannot be easily measured because of turbulence 
effects. Present lack of knowledge of the space-time 
correlation function of the turbulent fluctuations does not 
allow such a calculation. Although approximate, the theory 
outlined above does clarify somewhat the physical basis of the 
measured pulse height spectra. 

It seems evident, however, (Figs. 5 and 6) that the Kistler 
probe (best commercial state-of-art) fails to record the correct 
absolute pulse amplitudes. The peak pulse amplitudes are 
believed, due to work elsewhere [15, 16], to be in the range 104 

-105 bar. The pressure-bar probe, discussed earlier, was 
designed specifically to measure such peak pulses. Ap­
proximate results [9] indicate that the pressure pulse am­
plitudes in the venturi are also in the range 104-105 bar. 

C. Variation of Acoustic Power With Velocity. The 
acoustic energy emitted by cavitation bubble collapse was 
calculated using linear acoustic theory [17] in which the 
energy flux, E radiated by a pressure is: 

1 r ™ 
E=7c\»pl{t)dt (5) 

Equation (5) was used to estimate the wave energy flux 
incident on the probe or damage specimen. This may not be a 
very good assumption since most damaging collapses are 
necessarily close to the wall, and effects due to asymmetries, 
large pressures, and steep shock fronts will be important. 
However, a more exact model is beyond the scope of this 
paper. The wave energy is then proportional to pressure 

0 10 20 30 

EQUILIBRIUM BUBBLE RADIUS l«M) 

Fig. 7 Calculated maximum bubble versus "nuclei" radii 

1 X 10"1 

0.65 0.70 0.75 0.80 0.85 0.90 0.95 1.00 

POTENTIAL ENERGY OF BUBBLE (JOULES) 

Fig. 8 Calculated distribution function of pressure wave amplitudes 

VELOCITY (METRES/SEC) 

— 1 X 107 

1 X 106 

1 X 1 0 5 5 

30.00 38.00 46.00 54.00 C 

VELOCITY (METRES/SEC) 

Fig. 9 Acoustic power versus velocity 

Journal of Fluids Engineering DECEMBER 1982, Vol. 104/437 

Downloaded 02 Jun 2010 to 171.66.16.89. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



squared (equation (5)) as would be expected, assuming liquid 
and specimen to be elastic materials. Integration time interval 
of 2 jits [16] was used. The cavitation acoustic power flux, 
PacCi is then: 

p = 
,dN(E) 

'' dE 
(6) 

Ec is the cutoff energy for the calculation, and E,„ the 
maximum energy recorded. dN(E)/dE is the number of 
pulses of energy, Em per unit energy interval, calculated from 
the pulse height spectrum (PHS). Ts is the acquisition time for 
the pulse height spectrum. 

Figure 9 is a typical plot of acoustic power (equation (6)) 
versus velocity. The minimum cutoff amplitude for equation 
(6) was determined by background flow noise, which would 
otherwise trigger detectable pulses, thus registering flow noise 
peaks, rather than bubble pulses. The Kistler amplitudes were 
corrected (x 500) to obtain approximate amplitudes which 
would have been sensed if the pressure-bar probe were in 
place. The two probes were compared to obtain this factor in 
a spark bubble chamber [9]. 

Figure 10 shows variation of acoustic power with cavitation 
termination location. In general, it increases when the cloud 
termination is closer to the probe, either upstream or 
downstream. There is also the effect on wave attenuation of 
increasing bubble number and size as downstream pressure 
decreases. 

Acoustic power at fixed flow condition is measured with ± 
9 percent uncertainty (Fig. 11). These observations were made 
by changing and then resetting pump speed and system 
pressure. 

The acoustic power may be correlated (Fig. 9) to velocity by 
a power law, 

V" (7) 

Number of counts and mean peak pressure versus velocity are 
shown (Fig. 12). These may also be correlated by a power law 
of the form of equation (7). Table 1 lists exponents for such 
correlations, and variation of mean amplitude with velocity is 
shown in Table 2. 

Table 1 indicates that the velocity exponent for acoustic 
power increases as cutoff amplitude, ac is increased, i.e., 
there is decreasing spectrum slope with increasing velocity 
(Fig. 6). The slopes are listed in Table 2. Various researchers 
have found that the velocity exponent for cavitation damage 
rate measured by the number of craters or weight loss, in 
various flow geometries, ranges from negative values to about 
10 [18, e.g.]. A velocity exponent of 4.5 was here observed for 
soft (1100-0) aluminum. Wood et al. [19] found the damage 
velocity exponent in a rotating disk facility attained values up 
to 10, and increased with material hardness. This is consistent 
with the acoustic power exponents summarized in Table 1, 
which shows that velocity exponent increases for increasing 
cutoff amplitudes. 

The velocity exponent for acoustic power is mainly due in 
our tests to an increase of pulse count rate with velocity. This 
may be partially due to increased turbulence effects on in­
ception. Various researchers [20, 21, 22] have investigated the 
variation of bubble inception rate due to turbulent fluc­
tuations. In the light of the above investigations and our 
results, we conclude that bubble inception rate is a major 
factor in cavitation noise intensity varition with velocity, and 
is surely affected by turbulence. 

D. Correlation of Acoustic Power With Erosion. 
Cavitation damage rate (MDPR) for soft aluminum (1100-0) 
was found to be linearly proportional to cavitation acoustic 
power calculated from pulse height spectra (PHS) according 
to the present method (Fig. 13). 
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Table 1 Deductions from pulse height spectra 

Cutoff amplitude 

Acoustic power 

a = 1.3 volts 6.8 
a = 2.0 volts 7.8 
a = 2.7 volts 10.5 

Velocity exponent, (equation (9)) 

Pulse count 

6.1 
7.5 

10.3 

Pulse 
mean 

0.1 
0.3 
0.2 

Amplitude 
meansquare 

0.8 
0.6 
0.4 

Table 2 Characteristics of pulse height spectra 

Velocity (V) 
(m/s) 
22.8 
26.2 
33.0 
38.8 
42.7 
47.0 

Decay 
constant (s) 

(1/volt) 
4.6 
3.0 
2.6 
2.1 
1.9 
1.6 

Mean <a> 
(volts) 

(from PHS) 
1.46 
1.54 
1.61 
1.69 
1.75 
1.84 

Mean <a> 
(volts) 

(from (s)) 
1.52 
1.63 
1.69 
1.78 
1.83 
1.93 
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We have defined "cavitation erosion efficiency," ijc to be 
the ratio or erosion (or pitting-volume) power to PHS 
acoustic power. As computed from the linear relationship for 
1100-0 aluminum (Fig. 13) i\c = 6.8 x 1 0 - " . Ideally, ijc 

should reflect only the ratio between the pressure pulse energy 
in the liquid adjacent to the damaged material and that 
portion of the energy absorbed in the material which results in 
damage. Thus, the ratio of reflected to absorbed energy, 
primarily a function of the acoustic impedance ratio between 
liquid and sample material, is involved. However, a still larger 
factor is due to the fact that the highly loaded probe or 
specimen area (pit) is much smaller than the active face of the 
probe. Bubble collapse photographs obtained here earlier [6] 
indicate that the impinging microjet diameter is ~ 10 /mi 
diameter for a similar geometry. The geometrical factor 
included in i)c is then ~ 0.5 x 10~6. Its precise value is 
uncertain, as is the actual ratio of reflected to absorbed 
energy. However, for the prediction of eventual cavitation 
damage rates from PHS acoustic power measurements, it is 
not necessary to compute these factors accurately, but merely 
to calibrate the device, assuming r\c is roughly independent of 
the detailed flow conditions. 

The erosion power (or "pitting volume power") can be 
related to erosion rate, MDPR through volumetric failure 
energy of the test material, or energy required per volume to 
form such a pit can be determined experimentally. It should 
be emphasized that MDPR calculated from pit count and 
MDPR based on weight loss are not identical parameters. 
However, the values of MDPR measured in the weight loss 
tests for 1100-0 aluminum (~ 4 /mi/h"1) and MDPR ob­
tained from pit volume calculations ( - 6 jum/h - ' ) did not 
differ sufficiently for this factor to have an important effect 
on the magnitudes of r)c. 

1100-0 aluminum, 2024-T4 aluminum, cast iron (three 
percent carbon), 1018 carbon steel, and 316 stainless steel 
were exposed to given cavitation conditions to determine 
correlations between MDPR and pertinent material 
mechanical properties (Table 3). MDPR is calculated from the 
slope of a best-fit straight line through the data points. 

MDPR appears to be best correlated (using only one 
mechanical property) as inversely proportional to ultimate 
resilience, UR. The relation (equation (8)) is dimensionally 
consistent for n = 1, which is thus expected to be the case. 

(MDPR)-1 oc UR" (8) 

where UR = UTS2/2E = volumetric failure energy for brittle 
fracture failure, as often occurs in 
cavitation. 

WR. EROSION POWER X 107 (WATTS/IN?) 

Fig. 13 Acoustic power versus erosion power for 1100-0 aluminum 

Since UTS oc BHN for most materials of the same E, one 
expects for such materials: 

( M D P R ) 1 oc BHN2 (9) 

More comprehensive data fits by Heymann [23], using both 
cavitation and impact data, show the best fit to be with 
BHN1-85. However, the difference between n = 2 and n = 
1.85 for erosion data is relatively unimportant, considering 
that the factorial standard deviation for such fits is > 3. 

As reported elsewhere [9] the expected linear correlation 
with UR was realized here only for the ferrous alloys, whereas 
the BHN correlation is approximated for the aluminum alloys 
and cast iron together. 

Table 4 lists values of cavitation erosion efficiencies ?jc, for 
the various metals tested. The erosion power per unit area is 
assumed proportional to the product of UR and MDPR. The 
efficiencies for the ferrous metals (Table 4) are similar, while 
those for the aluminum alloys are larger (~ x 10). 

It is not surprising that the efficiencies are similar for the 
ferrous alloys, since their acoustic impedances are about 
equal. The aluminum alloys (smaller acoustic impedance) 
reflect less of the acoustic energy to the liquid. The feasibility 
of predicting cavitation damage in field machinery, by 
calibrating such a device and measuring i\c for a specific flow 
condition in a laboratory device, is thus indicated. Data sets 
such as Table 4 can be used to determine relative cavitation 
damage to various metals, since flow conditions and 
geometries should not grossly affect »/c. for different metals. 
Further work to determine the change in PHS acoustic power 
detected at various positions in geometrically different field 
machinery is necessary. Such knowledge would eliminate the 
need for further calibration and enable prediction of 
cavitation damage with a single measurement. 

3. Bandwidth of Cavitation Noise. Variation of pressure 
pulse band width with velocity was also measured. (Fig. 14). 
Pressure pulses from the Kistler probe were filtered in a low-
pass mode at various cutoff frequencies. The multifunction 
filter (Fig. 2) has a bandwidth of 20 Hz - 2 MHz. The band­
width of the Kistler probe is - 500 KHz. Therefore, acoustic 
power does not further increase for higher filter settings. A 
low pass cutoff frequency of 100 KHz attenuated the 130 KHz 
ringing frequency of the Kistler. Figure 14 shows that a low 
pass cutoff at 240 KHz attenuates the signal relatively more at 
a higher velocity. Thus the higher velocity cavitation pressure 
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Table 3 Material mechanical properties 

Alloy 

Aluminum 
-1100-0 

Aluminum 
- 2024-T-4 

Cast Iron 
(3 %C) 

Carbon 
Steel-1018 

Stainless 
Steel-316 

U.T.S. 
b a r x l O ' 3 

0.76 

4.14 

2.24 

4.83 

5.60 

E 
b a r x l O " 6 

0.69 

0.73 

1.07 

2.07 

2.00 

P 
g/cc 

2.71 

2.77 

7.29 

7.85 

7.91 

UR 
bar 

0.42 

11.72 

2.35 

5.63 

7.86 

BHN 

41 

78 

184 

120* 
110.5** 

134 

* U.S. Not annealed. 
** Japanese. Annealed (both US and Japanese specimens have been used in our tests). 

Aluminum properties from Alcoa Structural Handbook, 1960. 
Cast iron and carbon steel properties from Kent's Mechanical Engr's Handbook, 12th 
ed., Design and Production, 1952. 
Stainless steel-316 properties measured for ASTM G-2 Cavitation 
Round Robin, Materials Research and Standards, Oct. 1970, p. 19, F. G. Hammitt, et 
al. ASTM. 

Table 4 Cavitation erosion efficiencies for various metals 

Material 

Stainless steel 
-316 

Carbon steel 
-1018 . . . 

Aluminum 
-1100-0.. . 

Aluminum 
- 2024-T4 

Cast iron . . . 

UR 
bar 

7.86 

5.63 

0.42 

11.72 
2.35 

MDPR 
^m/hr 

0.34 

0.46 

55.88 

4.90 
1.42 

Erosion power, 
watts/m2x 10~6 

73.2 

71.8 

646.8 

1582.7 
92.0 

Cavitation erosion 
efficiency 
X l 0 ~ i r 

7.7 

7.6 

68.1 

166.6 
9.7 

Note: Acoustic Power = 9.5 x 106 watts/m2 and V = 47.0 m/s. 
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Fig. 14 Bandwidth of cavitation noise, Kistler 601A probe, CL 
probe = 9.8 cm 

up to 

pulses have greater high frequency content than those for 
lower velocity. One of course expects bubble collapse to be 
more violent at higher velocities, resulting in the emission of 
stronger shock waves with shorter rise-times, as here verified. 
Thus acoustic signature power spectrum moves toward higher 
frequencies at higher velocities. 

Presumably, it will be more difficult than in the present 
venturi to detect individual pressure pulses in rotating 
machinery due to the problem of placing a probe close enough 
to the cavitation. If such direct measurement is not possible, 

the pulses, submerged in the background noise, can still be 
analyzed in terms of the power spectrum of the acoustic 
signature. The frequency shift here observed in the power 
spectral density (PSD) could possibly then be used as an in­
dicator of the acoustic power. Tests covering the frequency 
spectrum in sufficient detail could be used to correlate 
frequency shift with velocity and damage. Such a correlation 
would be independent of geometry, if the frequency response 
of the configuration were known. Such information could 
presumably be made available more easily than transmission 
loss coefficients in a cavitating region of unknown void 
fraction. 

IV Conclusions 

A data acquisition system has been designed, constructed 
and successfully used, along with a commercial transducer 
(probe), to measure the characteristics of acoustic waves from 
hydrodynamic cavitation in a venturi. Acoustic power derived 
from pulse height spectra, PHS was found to vary with the 
«th power of velocity, for constant cavitation termination 
point,2 n varying from 6.8 to 10.5. The major component of 
this variation was found to be the number of cavitation 
bubbles incepted and collapsing. Thus, the number of 
pressure pulses, and not their peak amplitudes, is the major 
factor in the variation with velocity of acoustic power as here 
defined, in this, and perhaps other geometries. 

The PHS acoustic power correlated linearly with erosion 
rate for soft (1100-0) aluminum with only a small threshold 
value. The "cavitation erosion efficiency," r\c for 316 SS, 

2 Cavitation sigma (downstream pressure) was found to decrease with 
velocity. 
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for 1100-0 and 2024-T4 aluminum was larger by ~ x 10. The 
feasibility of using 7]c to predict eventual cavitation erosion 
rates from PHS acoustic power data has thus been demon­
strated. 

For predicting cavitation damage rates more precisely, 
further PHS measurements to obtain detailed information on 
amplitude and frequency characteristics of the pressure pulses 
at various flow conditions are required. Cavitation erosion 
efficiencies can be determined by exposing different metals to 
cavitation in the same device. These efficiencies can be 
defined in terms of PHS acoustic power integrated over the 
frequency spectrum, or possibly by using the frequency shift 
in power spectral density, PSD, or both. 
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D I S C U S S I O N 

JuliuszKirejczyk1 

The subject of the paper has a great significance for 
cavitation damage prediction in fluid machinery. Interesting 
results in this field were obtained recently by energy 
measurement methods. 

The energy flux density (or, following the authors, the 
acoustic power) delivered from the cavitation cloud to the 
walls limiting the flow region seems to be the best method of 
the damage threat evaluation. Obviously for estimating the 
material volume losses one should know not only the energy 
and its spectrum but also the material properties under the 
specific load which appears during cavitating flow. These two 
elements are equally important. 

The measurement of the energy delivered from collapsing 
cavitation bubbles to the flow region walls is limited by 
response of contemporary pressure transducers, especially to 
strong pulses of short duration. The authors recognized that 
but used the Kistler transducer with exceptional linearity but 
with relatively long rise-time and low, strongly marked 
resonance frequency. Results published by other authors 
show that in many cases the rise-time is lower than 3 /is. The 
Fourier transform of a pulse of few microseconds duration 
gives frequencies up to 106 Hz. Thus frequency range in 
discussed experiments seems to be low, as well as sampling 
frequency of the A/D conversion. One may expect that some 
pulse energy was not taken into account in acoustic power 
calculation. 

With regard to the obtained mean value of acoustic power, 
it should be noted that its value is very high, but during a very 
small time period of pulse duration, on a very small area. For 
estimation of acoustic power in such conditions nonlinear 
effects should be taken into consideration. However the mean 
value of the acoustic power delivered to the wall limiting 
cavitating flow is much smaller. I cannot agree with the 
authors that it reaches 107 W/m2 which is the energy flux 
density expected in thermonuclear reactors. The probable 
discrepancy is the correction factor of the Kistler amplitude. 
In real conditions the measured pulse value is averaged over 
the whole transducer membrane area and the energy of the 
electric signal in the transducer output is proportional to the 
pulse energy. A correction factor would be superfluous. In 
this situation T/C increases significantly. Perhaps better 
estimation of a geometrical factor would increase )7C few 
orders of magnitude. 

1 Institute of Fluid Flow Machinery, Polish Academy of Sciences, Gdansk, 
Poland. 
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for 1100-0 and 2024-T4 aluminum was larger by ~ x 10. The 
feasibility of using 7]c to predict eventual cavitation erosion 
rates from PHS acoustic power data has thus been demon­
strated. 

For predicting cavitation damage rates more precisely, 
further PHS measurements to obtain detailed information on 
amplitude and frequency characteristics of the pressure pulses 
at various flow conditions are required. Cavitation erosion 
efficiencies can be determined by exposing different metals to 
cavitation in the same device. These efficiencies can be 
defined in terms of PHS acoustic power integrated over the 
frequency spectrum, or possibly by using the frequency shift 
in power spectral density, PSD, or both. 
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measurement methods. 

The energy flux density (or, following the authors, the 
acoustic power) delivered from the cavitation cloud to the 
walls limiting the flow region seems to be the best method of 
the damage threat evaluation. Obviously for estimating the 
material volume losses one should know not only the energy 
and its spectrum but also the material properties under the 
specific load which appears during cavitating flow. These two 
elements are equally important. 

The measurement of the energy delivered from collapsing 
cavitation bubbles to the flow region walls is limited by 
response of contemporary pressure transducers, especially to 
strong pulses of short duration. The authors recognized that 
but used the Kistler transducer with exceptional linearity but 
with relatively long rise-time and low, strongly marked 
resonance frequency. Results published by other authors 
show that in many cases the rise-time is lower than 3 /is. The 
Fourier transform of a pulse of few microseconds duration 
gives frequencies up to 106 Hz. Thus frequency range in 
discussed experiments seems to be low, as well as sampling 
frequency of the A/D conversion. One may expect that some 
pulse energy was not taken into account in acoustic power 
calculation. 

With regard to the obtained mean value of acoustic power, 
it should be noted that its value is very high, but during a very 
small time period of pulse duration, on a very small area. For 
estimation of acoustic power in such conditions nonlinear 
effects should be taken into consideration. However the mean 
value of the acoustic power delivered to the wall limiting 
cavitating flow is much smaller. I cannot agree with the 
authors that it reaches 107 W/m2 which is the energy flux 
density expected in thermonuclear reactors. The probable 
discrepancy is the correction factor of the Kistler amplitude. 
In real conditions the measured pulse value is averaged over 
the whole transducer membrane area and the energy of the 
electric signal in the transducer output is proportional to the 
pulse energy. A correction factor would be superfluous. In 
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A transducer can represent an element of the wall in contact 
with the cavitation cloud. In this situation stress waves in solid 
material rather than in liquid should be considered. This 
simple change of assumptions has relatively great con­
sequences. Qualitatively the obtained signal is the same but 
quantitatively it contains fewer components. This method 
may permit estimation of the cavitation intensity at some 
distance from the place of cavitation influence on the wall. 
Presumably the estimation of stress waves propagation in 
solids would not be more difficult than calculation of the 
absorbed energy by pressure pulse measurement. 

As an example, Fig. 1 presents cavitation intensity vs. free 
stream velocity in a cavitation tunnel with a circular cylinder 
as a cavitator. The experiments were carried out for constant 
sigma. The cavitation intensity was measured by an ultrasonic 
device (with high pass filter at 0.5 MHz) on the outside wall of 
the tunnel which counted ultrasonic pulses of various am­
plitudes. 

Authors' Closure 

The authors wish to thank Juliusz Kirejczyk for his 
comments on the paper and agree that it is extremely difficult 
to accurately measure the transient characteristic of of each 
cavitation pressure pulse, and that such information is 
essential for accurately measuring the acoustic power 
delivered from the cavitation cloud.. Admittedly, the method 
used here for estimating the acoustic power from cavitation is 
approximate due to the difficulty of accurately measuring and 
processing the transient characteristics of each detected 
pressure pulse. The authors have, however, attempted2 to 
investigate the rise time of pressure pulses emitted from 
bubbles in a spark chamber and venturi with a pressure-bar 
probe designed by the authors. The pressure-bar probe is too 
fragile for use in lengthy experiments presented in this paper. 
Also, it is difficult to measure and process the short rise times 
of the pressure pulse on line to obtain good statistics. 

The authors feel that Juliusz Kirejczyk has failed to 
recognize the major significance of the results presented in 
this paper, i.e., that the number of pulses emitted per unit 
time is the major factor in the increase of acoustic power with 
velocity. These results indicate that the increase in cavitation 
damage with throat velocity measured here is mainly due to 
increased cavitation bubble inception rate. This suggests that 
fracture of the metal may be due to cyclic stresses causing 
fatigue to the metal; the number of stress cycles per unit time 
increases dramatically with throat velocity causing increased 
metal weight loss. 

The subject discussed in the paper is extremely complex and 
the authors hope that the experimental results presented shed 
some light on the matter. Further theoretical investigations 
and similar measurements in various geometries are necessary 
before cavitation damage is fully understood, and a suitable 
damage prediction method can then be developed. 

De, M. K., and Hammitt, F. G., "Instrument System for Monitoring 
Cavitation Noise," J. of Physics E: Scientific Instruments, Vol. 15, No. 7, July 
1982; pp.741-745. 
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A Set of Instruments Useful for 
Liquid Quality Control During 
Cavitation Research 
/ / is well-accepted by investigators of cavitation phenomena that undissolved and 
dissolved gas content in the liquid used affect the onset and type of cavitation in 
many cases. That is why not only cavitation studies have been carried out to un­
derstand the hydrodynamic properties and interactions but also to get insight into 
the relations between cavitation and liquid quality. The liquid quality is a criterion 
which gives information about the dissolved gas content and about the undissolved 
gas content in terms of size distribution and concentration of bubbles and gas 
pockets dispersed in the liquid. Although not every detail of the interaction between 
cavitation (inception) and liquid quality is known, it is at least necessary to control 
and to know the liquid quality. In this way experiments become repeatable and the 
investigator is allowed to focus his attention to hydrodynamical questions only. In 
this paper some new and modified instruments and control systems in respect to 
liquid quality are described. They are an automatic dissolved air (gas) content 
meter, an acoustic doppler system for bubble detection and a bubble filter for in­
jection of a known bubble mixture. 

Introduction 

Cavitation studies are mainly carried out in cavitation 
tunnels and sometimes in towing tanks [1]. In cavitation 
tunnels liquid is recycled and passes a pump or propellor, 
bends and the test section with a device under test. The test 
section has been constructed in such a way that hydraulic 
parameters as pressure, velocity, and turbulence intensity can 
be chosen in a wide range. But also the liquid quality at the 
upstream side of the test device should be known and be kept 
constant during any test procedure. This is not always as 
simple as it looks like. 

As stated in the abstract, the liquid quality is a criterion for 
the dissolved gas content and for the undissolved gas content 
in terms of size distribution and concentration of bubbles and 
gas pockets dispersed in the liquid used. A gas pocket is 
defined here as an amount of gas molecules, embedded in 
liquid, large enough to yield the universal gas laws; it is often 
adsorbed (attached) at (to) a solid particle. From a basic point 
of view it should be mentioned that the dissolved gas content 
and the gas pocket size distribution are dependent on each 
other. By transport of gas across the interface between 
gas/vapor mixture and liquid by diffusion, often enforced by 
convection, the amount of gas inside the gas pocket changes. 
It is generally assumed that clean gas bubbles disappear 
totally after a while but gas pockets adsorbed at solid particles 
can be stabilized. The geometry of the particle, surface 
tension and contact angle between gas, liquid and solid wall 
are the important parameters here. The time lapse to reach the 
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JOURNAL OF FLUIDS ENGINEERING. Manuscript received by the Lubrication 
Division, February 11, 1980; revised manuscript received June 8, 1981. 

state of equilibrium is the important quantity in respect to 
liquid quality control. 

The length of a cavitation tunnel is finite. That means the 
time for stabilization is limited. If the cavitation tunnel is too 
short then the free gas content mainly produced in the test 
section by the cavitating device has not reached his state of 
equilibrium that belongs to the present dissolved gas content. 
The consequence is that the liquid quality in terms of size 
distribution and concentration of bubbles and gas pockets 
depends on the cavitation properties of the device under test. 
The liquid quality at both sides of the device under test can be 
uncoupled by construction of a cavitation tunnel in which 
under normal test conditions the cycling time is long enough 
to achieve plenty of time for stabilization. The presence of 
bubbles in a liquid flow is an unstable situation: small bubbles 
go into solution due to surface tension and large bubbles will 
be transported to any free surface or stagnate somewhere. 
That means there are no free bubbles left in the liquid at the 
upstream side of the test section. Only gas pockets are left. If 
bubbles are wanted here they should be injected. 

The control of dissolved gas content is more easy because 
the concentration is uniform in space. Also if plenty of gas 
bubbles are generated at a certain place by diffusion this is 
true. This can be made clear in the following way. If water is 
saturated with air at atmospheric pressure about 18 ml 1~' is 
dissolved. This value depends on temperature but nevertheless 
it is about 2 percent by volume. In the other case if the free gas 
content is about 0.1 percent by volume and consists of air 
bubbles with a radius let's say 100 ,um, the mixture looks like 
milk. This never happens in practice so the concentration of 
dissolved gas is orders of magnitude higher than the con-
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centration of undissolved gas: the local dissolved gas content 
is not affected by local bubble production. 

Control and Determination of Dissolved Gas Content 

Determination of Dissolved Gas Content. The 
measurement of dissolved gas content is carried out 
mechanically in general. The principle is based on enforced 
gas transport across liquid/gas interfaces in a known volume. 
Gas transport across any surface is described by Fick's law 
[2]: 

d[_ 
dt 

-D gradC (1) 

in which j denotes the flux of dissolved gas, transported 
across a surface per unit area, D is the coefficient of dif­
fusion, and C denotes the dissolved gas content. Integration 
over a surface A and assuming that the gradient of C at the 
surface is given by a linear drop of the concentration from Cl 

to C2 over a distance / the transport of gas is given by: 

dm 
-DA-

C.-C, 
(2) 

dt I 

It is obvious that the coefficient All should be made as large 
as possible. Practically this is realized by e.g., stirring or 
spraying; the area of the interface is increased by geometrical 
means and the gradient is increased by convection. The 
"driving force" of gas transport C, —C2 is given by the 
concentration of gas in the bulk liquid and the pressure in the 
gas phase. There is a linear relation between pressure and 
saturated concentration given by Henry's law [3]: 

Cs=kp (3) 

Equation (2) can slightly be changed into: 

dm 

~dT = / ? ( y ) ( * / 7 - C 0 (4) 

If kp>C0 the liquid is unsaturated in respect to pressure/? 
and gas is transported into the liquid. In the other case the 
liquid is supersaturated and transport of gas is out of the 
liquid. This principle is applied in instruments to determine 
the value of C0. A known volume of liquid is separated from 
the bulk liquid under vapor pressure: p — 0. If the liquid is 
agitated during a certain time dm/dt^O and if p~0, C0 —0 

and determination of the amount of gas, which came free 
gives the concentration C0. 

Van Slyke and Neill [4] constructed an apparatus to 
measure the concentration of gases in blood by shaking a 
sample of 2 ml in vacuum. Many laboratories use a modified 
version of this principle, which is described by Williams [5]. 
Here, the sample volume has been increased from 2 ml to 10 
ml and the water sample is sprayed in vacuum. Gast [6] and 
Kummel [7] describe also instruments to measure the 
dissolved gas content mechanically. Linnenbom et al. [8] used 
the gas chromatography method to determine the dissolved 
gas content. In a sample of liquid, many small helium bubbles 
are injected, which strip the solution of its dissolved gas 
quickly and effectively. After drying, the gas mixture goes to 
the partitioner and the amount of gas is determined. Borden 
[9] describes a method in which a water sample comes in a 
hydrogen atmosphere at constant pressure. The amount of 
dissolved gas is determined by measuring the partial pressure 
of hydrogen by conduction of heat. The physical properties of 
dissolved gases are thus known. 

The amount of gas dissolved in water can also be measured 
chemically. These methods will only be mentioned here for 
the sake of completeness. Only the oxygen is measured then, 
as described by Eckenfelder and Barris [10]. This method is 
the so-called polarographic method and is based on an electric 
current between gold and silver electrodes in a solution of 
potassium chloride. The electric current is a yard stick for the 
dissolved oxygen content. Another method is based on a 
titration procedure with the help of manganese hydroxide and 
is referred to the Winkler method [11]. 

An automatic dissolved gas content meter, which is based 
on the principle of Van Slyke and Neill [4], will be described 
now. It has a bigger sample volume than the apparatus of 
Williams [5] and it works automatically. It is called the total 
gas content meter because dissolved gas content and gas inside 
the bubbles suspended are measured. However, as mentioned 
before, the amount of gas in the bubbles can be neglected. The 
scheme of the instrument is drawn in Fig. 1. The apparatus 
consists of an hydraulic unit and an electronic control unit. 
An electronic clock controls the sampling time and an elec­
tronic program opens or closes the electromagnetic valves 
when the mercury sensors give electric, signals. The mercury in 
the glass spheres serves to move the water and to measure the 
pressure. The mercury level can be varied by changing the 

Nomenclature 

A = area of interface between 
water and air, m2 

Ah = area of mercury level, m2 

a = algebraic power of R 
ad = amplitude of acoustic 

doppler signal, V 
CQ,C\,C2 = dissolved air (gas) 

content, mol m~3 

Cs = saturated dissolved air 
content, mol m~3 

c = sound velocity in water, 
m s"1 

D = diffusion coefficient of 
air in water, m2 s _ l 

df = diameter of bubble filter 
pipe, m 

dh = diameter of reading tube, 
m 

dx - optical path length in 
water, m 

F = concentration calibration 
factor, m - K 2 V - 2 

FC(T) = calibration factor of 
total gas content meter, 
m~2 

/ = transmitted frequency of 
acoustic doppler, s ~' 

/ ' = received frequency of 
acoustic doppler, s ~' 

fd = a c o u s t i c d o p p l e r 
frequency, s _ 1 

g = acceleration of gravity 
field, m s~2 

h = depth in water column of 
bubble filter, m 

hf = height of water column 
in bubble filter, m 

hg = mercury level reading at 
vapor and gas pressure, 
m 

h0 = mercury level reading at 
vapor pressure, m 

h„ = water level at gas and 
vapor p ressure in 
sampling sphere, m 

at vapor 
sampling 

gas, 

h'w = water level 
pressure in 
sphere, m 

j = flux of dissolved 
mol m~2 

I0 = transmitted light in­
tensity, lx 

/, = undisturbed light source 
intensity, lx 

Kx = electronic amplification 
factor 

K2 = proportionality constant, 
m2V2 

k = gas absorption coef­
ficient, mol m~2kg~'s2 

kj = wave number, m~' 
/ = distance, m 

/„ = d i s t a n c e b e t w e e n 
transducer and scattering 
volume, m 

/'„ = part of /„ lying within the 
flow pipe, m 
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pressure in the reference sphere. If the mercury level reaches 
the upper sensor a, the valves A, B, and C open and a water 
sample can be taken into sphere I. The pressure above the 
water sample is decreased by lowering the mercury level as far 
as sensor c when valves A and B are closed and valve C is 
open; the water sample is then gathered in sphere II. By 
raising the mercury level while valve C is closed now, the 
water sample returns to sphere I through spray nozzles, 
allowing the dissolved gas to escape from the water. This 
spraying cycle is repeated by changing the mercury level 
between the two sensors b and c under and above sphere II. 
The amount of gas is determined by measuring the level of the 
mercury surface hg with the atmospheric pressure as a 
reference after several sprayings. When the escaped gas is 
driven out by pushing the mercury level up to the upper sensor 
when valve A is open, the vapor pressure can be defined from 
hv, too. The value of the vapor pressure is a direct indication 
of the temperature as well. 

It is possible to use a control valve to take continuously 
samples from a system with high pressure. The sample 
discharge must be adjusted in such a way that the pressure in 
sphere I will not become too high. The control valve may 
cavitate, provided the gas bubbles do not stagnate. 

The gas content of a water sample is given by the ex­
pression: 

Trdh
2h„ 

4 paV0T' [(»('•&)-'}«. -K) 

+ P(hw-hw') ~Fc(T)hg(fig-hv) (5) 

and is obtained by comparing the hydrostatic pressure in the 
mercury column with the atmospheric pressure p„ and by use 
of the law of Boyle-Gay Lussac. In this equation the amount 
of gas Vd is expressed in volume of gas at atmospheric 
pressure and at reference temperature T0 per unit of water 
volume. The dissolved gas content can be expressed in dif­
ferent ways. A useful unit is ml gas per liter water (1 ml 1_1 at 
pa = 105 Pa and T0 = 273 "A'corresponds with 45 x 10 "3 

mol m~3). Alternatively the dissolved gas content can be 
expressed in ppm (by mol). 

In practical circumstances the factor FC(T) in the last 
expression is obtained from calibration; the gas concentration 
of a saturated water sample at known temperature and 

y 
i-H-V,! VALVES 

SPRAY NOZZLE ~~\y^ ^ \ 

1 

WATER- SAMPLE 
INLEr 

Fig. 1 The hydraulic unit of the total gas content meter 

pressure is measured and compared with table values (see for 
example Handbook of Chemistry and Physics [12]). 

This instrument has a much lower ratio of vapor-gas 
volume and water sample volume than the conventional type 
of Van Slyke apparatus, in which the water volume is about 
10 ml and the vapor-gas volume during the sprayings is about 
100 ml (Williams [5]). In the present modified automatic 
instrument the water volume is about 130 ml and the mean 
volume of the vapor/gas phase is about 60 ml. That means the 
gas pressure increases considerably and the dissolved gas 

m 

N(R) 

n 

P 
Po 

Pa 

Q 

Q\ 

= amount of gas substance 
in bubble, mol 

= bubble size distribution, 
m~4 

= bubble concentration, 
m- 3 

= pressure, kg m " ' s _ 2 

= reference pressure, kg 
m~ ' s~ 2 

= standard atmospheric 
pressure, kg m _ 1 s~ 2 

= discharge, m3s~' 
= discharge in injection 

pipe, m3s~' 

IX HIS 

s 
S 

T 
T0 

t 

tf 

u 

va q2 = discharge in calibration 
pipe, m 3 s _ 1 

R = bubble radius, m 
R0 = reference bubble radius 

in logarithmic normal 
bubble size distribution, 
m 

R,„ = mean bubble radius 
based on theoretical 

Vrl = 

bubble size distribution, 
m 
measured mean bubble 
radius, m 
concentration signal, V2 

standard deviation 
temperature, K 
reference temperature, K 
time, s 
stabilization time of 
bubble filter, s 
water velocity, m s ~' 
effective sca t t e r ing 
volume, m3 

dissolved gas content in 
water 
sample volume in total-
air content meter, m3 

beam divergence angle, 
rad 
effective optical scat­
tering fraction 

£ = dummy variable 
v = kinematic viscosity of 

water, m2s~' 
p = density of water, kg m~3 

Pi, = density of mercury, kg 
m - 3 

T = differential acoustic 
scattering cross-section 
of bubble, m2 

T0 = optical scattering cross-
section of bubble, m2 

ra = acoustical absorption 
cross-section of bubble, 
m2 

Te = acoustical extinction 
cross-section of bubble, 
m2 

7> = total acoustical scat­
tering cross-section of 
bubble, m2 

<t> = angle between the axis of 
transmitter and receiver, 
rad 
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cannot come out of solution completely. That is why a second 
series of sprayings is carried out. The gas pressure can be 
neglected then. In Fig. 2 the amount of extracted gas from the 
sample volume is shown as a function of the number of 
sprayings. After the ninth spraying the amount of gas is 
measured and is pushed out of the measuring volume. A 
second series of sprayings is started afterwards. 

Control of Dissolved Gas Content. For the control of 
dissolved gas content the same principle is applied in general. 
A dissolved gas control device can be shunted to the main test 
loop. The shunted circuit contains a tank in which the in­
terface between liquid and gas is made very large. Fur­
thermore the boundary layer is made very thin by agitating the 
liquid. The gas pressure in the tank is controllable and so the 
"driving force" (kp — C). If kp>C the dissolved gas content 
increases, otherwise it decreases. An example of such a device 
is described by Oldenziel [13]. 

E 20 SASCONTENT 19,1 ml l~' 

18 20 

—• SPRAYINGS 

Fig. 2 De-aeration of a water sample in the total gas content meter as 
function of the number of sprayings. The black dots are the measured 
values, which are based on at least five measurements. The standard 
deviation is 0.5 m i l - 1 for the first 10 sprayings and Is about 0.2 m i l - 1 

for the last 6 sprayings. 

Control and Determination of Free Gas Content 

Determination of Free Gas Content. It is known that 
undissolved gas content consists of gas bubbles suspended in 
the liquid flow and gas pockets adsorbed at solid particles also 
embedded in the liquid. It is obvious that the concentration of 
gas bubbles and gas pockets and their size distribution should 
be measured. 

In accordance to the present state of knowledge the free gas 
content is only of interest in cavitation research to determine 
the concentration of impurities which act as cavitation 
nuclei. Cavitation nuclei generate bubble explosions in 
regions of low pressure (tensile stresses). Depending on the 
nature of those nuclei (gas bubble, gas pocket, and its 
geometry) and size the nuclei explode at a certain pressure. 
The radius of gas bubbles, at a certain pressure, gives in­
formation about the critical pressure at which bubbles ex­
plode. So the concentration and size distribution of gas 
bubbles give adequate information about potential cavitation 
nuclei. The explosion criteria of gas pockets stabilized on 
solid particles are very complicated and cannot be simply 
derived from the size of the solid particle. 

Several optical systems are available to determine the 
concentration and size distribution of bubbles in water. See 
for instance Peterson et al. [14] or Godefroy et al. [15]. It is 
also possible to detect bubbles acoustically. The very sharp 
resonance frequency of radial volume oscillations of an air 
bubble is used. Schiebe and Killen [16] used the acoustic tone 
burst attenuation technique and tried to measure the bubble 
size distribution in water. Their findings reveal that the 
usefulness of the technique is limited to the bubble volume 
concentration range between 0.03 and 1.0 parts per million. A 
slightly different method is reverberation time measurements 
at the machine structure or in the fluid, which may show the 
presence of gas bubbles and even provide an indication of 
their size distribution. For the principle of this method see, 
for instance, Lawly and Reed [17], which will be referred to as 
the reverberation method. 

Very small concentrations of bubbles cannot be measured 
with these techniques. Since it is desired to measure small 
bubbles, the problem is compounded by further division of 
the number of nuclei among several resonant frequencies. See 
the discussion of Silberman and Killen [18] on the paper of 
Hammitt et al. [19]. These principles are normally associated 
with complications such as reflection and complex behavior 
of bubbles in acoustic fields. A review of acoustic detection 
methods has been written by Scarton and McDonald [20]. 

A new acoustic method is the application of an acoustic 
doppler system. A simplified scheme of this system is shown 
in Fig. 3. A perspex pipe segment with the same inner 
diameter (in this case 20.7 mm) as the test section contains the 

TRANSMITTER 

f = 4.S MHz r'= 11.9 cm 

a = 2° t = 5 mm 

if = 120° w= 9 mm 

r = 13.1 cm 

~= > " 

> ' 

Fig. 3 Scheme of the principle of the acoustic doppler system 

transmitting transducer and the receiving transducer. These 
transducers (frequency 4.5 MHz; diameter 10 mm) are 
mounted in two opposite water-filled housings, separated 
from the water flow in the test section by thin windows of 
plexiglass, forming part of the inner pipe wall. The in­
tersection of the narrow transmitting and receiving beams 
forms the scattering volume located on the axis of the test 
section in this case 66 mm upstream of the transducer plane. 
The - 3 dB top angle of the beams is 2 deg and the in­
tersection angle of the beam axes is 120 deg, defining a 
biconical scattering volume of 0.1 cm3 with length 5 mm and 
width 9 mm. 

Synchronous detection of the sound scattered by the 
bubbles passing the scattering volume yields a doppler signal 
with amplitude envelope ad and frequency fd. The mean 
square value ad

2 is proportional to the scattered sound in­
tensity which in turn is proportional to the bubble con­
centration n. The doppler frequency is given by: 

2/ 

/ < / = / - / ' = 

« c o s ( | ) 

(6) 

The general relation between the concentration signal S and n 
is given by: 

S=K^=KiK, n Va 

I 4 

'a 

(7) 

where Va is the effective scattering volume, T the differential 
scattering cross-section of the bubbles, /„ the distance between 
scattering volume and transducers, /„' the part of /„ lying 
within the test section and re the extinction cross-section of 
the bubbles, Kx is the electronical amplification factor and K2 
is a constant depending on the properties of the transducers 
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and the water. The extinction cross-section is the sum of the 
total scattering cross-section and the absorption cross-section 
of the bubbles, Te = Ts + Ta. For kfR>l, T„ is negligible, so 
that Te = TS. According to Nishi [21] and Medwin [22] TS » 
3xR2 for kj-R « 1, which corresponds to R = 50 /xm a t / = 
4.5 MHz. For R ~ 50 /xm and «<17 cm"3 equation (7) is 
practically linear and reduces to: 

S~nr (8) 

For kfR~\ the normalized differential cross-section r/irR1 

depends weakly on R. From Nishi [21] and Medwin [22] it was 
found that: 

T=(kfR) -°-2xR2; 0.5 <kfR<2 (9) 

Introducing the calibration factor F and combining equations 
(8) and (9) finally the practical form is arrived 

n=FR-'sS (10) 

The calibration factor F has been determined ex­
perimentally by means of the calibration setup schematically 
shown in Fig. 4. This setup consists of two coupled circuits, a 
flow circuit containing the acoustic doppler system, and a 
bubble injection circuit containing a bubble generating device, 
an optical transmissometer, and a bubble photography cell. In 
a vertical tube of plexiglass partially filled with water, a water 
jet in air penetrates the liquid surface and creates a cloud of 
small air bubbles. The bubble concentration was measured at 
the bottom of the water column by means of the optical 
transmissometer which consists of a laser and a photodiode 
mounted opposite on the tube wall. The bubble concentration 
was varied by injection of a dilute soap solution in the water 
entering the filter. Calibration of the bubble generation device 
was performed by using the bubble photography cell (15 x 24 
x 81 mm) made of plexiglass and mounted vertically in a 
flexible bypass of the bubble injection conduit. After ad­
justing the filter parameters the water is allowed to flow 
through the bypass for some time. When the transmissometer 
indicates an equilibrium situation the valves of the cell are 
closed quickly and simultaneously. Next, the cell is turned 
over in a horizontal position, so that the bubbles rise to the 
upper window and can be photographed (effective surface 14 
mm2). 

Analysis of the pictures with bubbles showed that the 
bubble size distribution is nearly logarithmic-normal: 

N(R)=N(R0)e 2* 
i n 2 ( ~ ) 

(11) 

where R0 is a reference bubble radius and s is the standard 
deviation. R0 was varied in the interval 40-70 /xm. It has been 
found that 5 was approximately 0.4. The reading of the 
transmissometer was analyzed using the light transmission 
formula: 

_ nd1\o'N(R)T0(fl)dR 

I,=I0e
 ]°NlR)dR (12) 

where /, is the transmitted light intensity, I0 the intensity at 
n = 0, T0 (R) the optical scattering cross-section of the bubbles 
and dx the optical path length in the water. The cross-section 
T0 is proportional to the geometric cross-section 

T0 = t3irR2 (13) 

where /3 is an effective fraction for laser light scattering by air 
bubbles in water. Combining equations (11), (12), and (13) 
and using the general integral solution 

«—<7V 

TEEPOL INJECTION 

\ PHOTO DETECTOR 

Fig. 4 Calibration set-up for the acoustic doppler system 

one finds for the bubble concentration: 

n={irdl(3R2
0exp(4s2)} '*(£) (15) 

From this equation the unknown /3 was calculated by sub­
stituting n, R0, and s obtained from the bubble pictures and /, 
obtained from the corresponding transmissometer readings. 

Repeating the derivation of equations (7) through (10), but 
now using the logarithmic-normal distribution of equation 
(11) instead of the uniform radius R, the following expression 
for the calibration factor is found: 

F= 

RL*N(R)dR 

N(R)dR 

(16) 

which is, with the aid of equation (14), further evaluated to 

F=Rt,-'s-eiMS' (17) .pi.8 n „3A2 J2 

Substitution of equation (15) into equation (17) and taking 
into account the difference in flow rate between the injection 
pipe <7, and the flow pipe q2 the calibration factor is expressed 
in terms of the variables measured 

F = 
<72 

In—— e 
'i 

0.58 J2 

vdi0Ro°-2S 
(18) 

j o " e x p ( - ^ i n ^ 

The calibration of the acoustic doppler system was done by 
measuring simultaneously the output signal S and the trans­
missometer signal / , . The value of F was calculated from 
equation (18), for several values of R0 and n by averaging. 

In principle, also small solid particles can be detected with 
this acoustic doppler system. However, the size of a solid 
particle does not give any information about the amount of 
free gas adsorbed at this particle as described by Jansen [23]. 
Furthermore the pressure at which a gas pocket, often 

r i > stabilized in a crevice of a solid particle, explodes does not 
= expl - « ( a + 2)s2j (14) only depend on the amount of gas inside the gas pocket but 

also its shape is an important parameter. Besides this, there is 
a possibility that solid particles without any free gas can act as 

Journal of Fluids Engineering DECEMBER 1982, Vol. 104/447 

Downloaded 02 Jun 2010 to 171.66.16.89. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



cavitation nuclei. So it is clear that this part of free gas is not 
important for cavitation phenomena directly. The in­
vestigator should be aware however of the existence of those 
"weak" nuclei. Instruments are available now, that measure 
the critical pressure of solid particles. The principle of such an 
instrument is based on the local generation of a pressure well 
in which nuclei explode when the pressure exceeds a certain 
level. This instrument is called the cavitation susceptibility 
meter and is described by Oldenziel [24] and Godefroy et al. 
[15]. 

Control of Free Gas Content. Control of free gas content 
at the upstream side of the test section in cavitation tunnels is 
rather complicated. As mentioned previously the cycle time of 
water in cavitation tunnels should be long to achieve the 
decoupling between the free gas content at the downstream 
and at the upstream side of the test section. In that case the 
free gas content at the upstream side of the test section is in 
equilibrium with the present pressure distribution and 
dissolved gas content. 

A long cycle time can be introduced by constructing a 
cavitation tunnel with a large capacity. Examples of those 
tunnels can be found at the California Institute of Technology 
[1] and at the Delft Hydraulics Laboratory [13]. Often a tank 
with a large capacity is included and in which the liquid 
velocity is extremely low; this is called a resorber. 

Especially small bubbles must be allowed to have ample 
time to dissolve. Big bubbles rise to the top of the circuit and 
coalescence. After some time also these bubbles go into 
solution, when the liquid is not (super)saturated. The time 
scale for dissolution of bubbles, suspended in the liquid is 
difficult to predict. The transport of gas across the bubble 
surface depends on dissolved gas content, pressure and flow 
field around the bubble. If surface active materials are present 
on the bubble surface, coating effects play an important role 
and the rate of gas transport is reduced. Analytical ex­
pressions for gas diffusion rates across clean bubbles are 
given by Levich [25]. Experiments show that a cycle time of 
200 s would be safe [26]. 

In cavitation tunnels with a long cycle time and with un­
saturated water the concentration of cavitation nuclei can be 
controlled by injection of small bubbles. The radius of those 
bubbles is normally between 10 and 100 jxm. Different systems 
are applicable for bubble injection. 

The generation of electrolysis-bubbles is very attractive for 
bubble injection. Especially hydrogen bubbles are very small. 
Very thin wires of platinum or tungsten are placed at the 
upstream side of the test section. If these wires are connected 
to the negative output of a power supply small hydrogen 
bubbles are generated here. The amount of free gas produced 
per unit of time can be derived from tunnel pressure and 
electric current. A typical bubble size distribution is shown in 
Fig. 5. If the bubble size distribution is known and is constant 
in time the bubble concentration can be determined. 

Also small bubbles can be generated by the so-called ex­
pansion method. The principle of this method is described as 
follows. A tank is almost filled with water. The pressure in the 
tank is kept at a high value at least at a much higher value 
than the pressure in the system in which bubbles should be 
injected. By agitating, the volume of water is saturated at the 
pressure in the tank. May be the dissolved gas content is ten 
times higher than the gas content in water saturated at at­
mospheric pressure. If bubbles are wanted, water is injected 
from the tank into the water tunnel through very small holes. 
At the exit of these holes cavitation occurs; exploding and 
imploding bubbles. During the violent bubble dynamics 
enforced gas transport takes place across the bubble surfaces. 
The "driving force" (kp — C) is extremely large and many 
bubbles can be generated in this way. During their implosion, 
the bubbles are splitted in smaller ones, so only small bubbles 
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Fig. 5 Size distribution of hydrogen bubbles measured by means of 
holography. This analysis has been carried out once. The error is in the 
range of VN/N7. 
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Fig. 6 Measured bubble size distribution in the bubble filter. The 
histogram is based on five independent measurements of the bubble 
size distribution. The error in the distribution is about 0.03 (vertical 
scale) of each column. 

are generated. Both bubble injection devices, previous 
described, have some disadvantages. Electrolysis applied for 
bubble injection in large systems produces a large quantity of 
hydrogen gas, partly dissolved in water and partly present in 
gas mixtures above free surfaces (for instance in pressure 
control vessels). This may be is a dangerous situation. Bubble 
generation with the expansion method is limited in time by the 
volume of the high pressure reservoir. 

Recently another system for bubble injection has been 
introduced. This system is the so-called bubble filter and 
consists of a vertical tube, partly filled with water. The 
diameter of this tube is about 0.1 m. Water jets in air 
penetrate the liquid surface and generate several small gas 
bubbles. This bubble formation process is very complicated 
and is a process of splitting and coalescence. Surface active 
materials at the bubble wall strongly affect these processes. 
The injection of a small amount of soap increases the number 
of bubbles. 

Directly below the water surface a mixing zone exists. Size 
distribution measurements as described for the calibration of 
the acoustic doppler system show that the bubble size 
distribution in the mixing zone is logarithmic normal. In Fig. 
6 a histogram of the bubble size distribution is shown, 
measured just below the mixing zone. The curve is the 
logarithmic normal distribution calculated from experimental 
results. 

The liquid column in the vertical pipe has a slow velocity in 
downwards direction, say about 10~3m s - 1 . The relative 
motion of the injected bubbles due to gravity obviously 
depends on the bubble size. Large bubbles have a relative 
velocity which is higher than the downward water velocity in 
the vertical pipe: they are rising in respect to the laboratory 
frame. Small bubbles, however, have a velocity downwards in 
respect to the laboratory frame. Figure 7 illustrates the 
situation. 
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During the motion of bubbles in the vertical pipe their 
radius changes by diffusion of gas across the bubble surface. 
If the dissolved gas content in the liquid, the pressure and the 
velocity of the water column are known, the bubble size 
distribution and the bubble concentration can be calculated as 
function of depth h. This depth is expressed by 

dh _ 4q 1 1 dp 

~dl ~ « / / 
— ^R2 

up dh 
(19) 

in which dp/dh is the hydrostatic pressure gradient due to 
gravity, q is the discharge in the vertical pipe, and df the 
diameter of the pipe. The velocity distribution is considered 
uniform. The Reynolds number in respect to the bubble 
diameter is smaller than unity so the relative bubble velocity 
as derived by Hadamard - Rybczynski [25] has been used. 

In Fig. 8 the bubble radius is shown as function of depth, 
with the initial bubble radius as parameter. The absolute 
pressure p 0 , the gas content C0 and the discharge q are fixed. 
These curves are found by solving the equation for transport 
across the bubble surface [25] simultaneously with equation 
(19). 

Although the initial bubble size distribution is assumed to 
be logarithmic normal, the distribution at a certain depth is 
different. The concentration is thus a function of the relative 
bubble velocity and is given by 
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curves drawn in Fig. 8 the bubble size 
distribution can be computed at different depths in the ver­
tical pipe. In Fig. 9 some distributions are given with A a s a 
parameter and with fixed values of C0, p0, and q. The 
assumption has been made that the bubbles don't interact 
below the mixing zone, so there is no coalescence. 

The bubble size distribution, given in this way, is valid only 
for stationary conditions. The physical process described is 
very slow and the time for stabilizing the system is rather 
long. Approximately this time tj is given by: 

' / ' 4q 
(21) 

where hf denotes the total height of the water column. 
In Fig. 10 the bubble injection system, as used at the Delft 

Hydraulics Laboratory is shown. The tank in the left-hand 
side of the drawing has a diameter of 0.5 m and contains 
several vertical pipes with a diameter of 0.1 m. Above each 
pipe a nozzle is located. The pump M, feeds the tank with 
water from the test rig and a bubble mixture is injected 
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passing valve K3. If necessary the constant delivery pump 
feeds the water line with a small amount of soap. The pressure 
in the tank in respect to the pressure in the test section and the 
water level in the tank is controlled automatically. Signals 
from the pressure sensors P, and P2 can activate the valves 
L2,Lit andjL4 . 

The operation of the system is as follows. In stage 1 the 
tank is pressurized in the same range as the pressure in the test 
section. In stage 2 the tank is filled with water and the water 
level is adjusted. Stage 3 is the stand-by mode: pump Mx runs, 
valve Kt and K3 are closed and valve K2 is opened. In this way 
the bubble formation process is running. If bubbles are 
needed in the test section valves K\ and K3 are opened and 
valveK2 is closed. 

Discussion 

With a set of control and measuring devices previously 
discussed the investigator in cavitation phenomena has the 
opportunity to carry out measurements with known and 
steady liquid quality. However, some critical remarks should 
be mentioned. 

The instrumental equipment shows to full advantage with a 
tunnel having a long cycle time. A tunnel with a short cycle 
time can have extremely good hydraulic qualifications, but it 
is not possible to control the liquid quality for a long time. 
Only in the period when the liquid has not completed one 
cycle yet the liquid quality is fixed. This period is quite short 
and good trigger conditions are necessary for optimum 
cavitation analyses. Cavitation measurements which need 
long test runs, for instance cavitation erosion measurements, 
cannot be carried out with controlled free gas content. In 
those circumstances the tensile strength equals the vapor 
pressure and it does not make sense to measure the cavitation 
susceptibility. 

It is not always necessary to apply a set of advanced in­
struments for liquid quality aspects. In fact only in the case of 
cavitation inception measurements the liquid quality should 
be measured and controlled. In the situation of developed 
cavitation especially the free gas content should be con­
sidered. However if the device under test is heavy cavitating 
the free gas content does not seem to affect the cavitation 
performances significantly and under very heavy cir­
cumstances (choking flow past a valve or head drop in a 
pump) also the dissolved gas content does not matter. 

If acoustic analyses are associated with cavitation (in­
ception) measurements the investigator should be aware of 
complicated situations. In the case that free stream bubbles 
are wanted, bubble injection should be carried out very 
carefully. The free gas content heavily affects the noise 
measurement because bubbles absorb and reflect acoustic 
energy. The investigators have to decide for the most im­
portant detail: cavitation inception number, type of cavitation 
or radiation of pressure waves. 

In the case of bubble injection, the injection device should 
be located far upstream of the device under test to ensure a 
homogeneous spatial bubble distribution. The relatively long 
traveling time of bubbles from injection to test location has 
consequences for the bubble size distribution due to diffusion 
of gas across the bubble wall. 
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Criteria for Filling of Liquid-
Carrying Pipes 
Flow rate versus pressure drop relations for liquid flow in pipes are well established 
for the case of pipes running full. However, these relations are not applicable for 
pipes that run partially filled. This article summarizes an experimental study to 
determine criteria for establishing full-pipe flow in horizontal, open-ended pipes 
and submerged, downward-flow vertical pipes. 

Introduction 
When liquid is conveyed from one reservoir into another by 

a pipe line, the volume rate for a given pressure difference 
between the ends of the line depends upon whether it is a pure 
liquid-phase flow or a two-phase flow (gas and liquid phases). 
If both phases are present, calculations of filling or emptying 
time, mass flow rate, etc., using conventional hydraulic 
formulas (which are good for single-phase flow only) can be 
significantly in error. The present study was undertaken to 
define criteria for initial filling of horizontal and vertical 
(downward-flow) pipes in terms of flow and liquid 
parameters, so that equations established for single-phase 
flows become applicable. Although performance charac­
teristics of boiling two-phase flow systems (including 
cavitating flows) have been studied extensively in the past 
[references 1, 2, 3, 4, 5], the problem at hand (namely, criteria 
for initial filling) has not been addressed by any of them. 

The present study was done in three different phases. 
Phase 1. Criterion for filling of a horizontal, open-ended 

pipe in turbulent flow. 
Phase 2. Criterion for filling of a horizontal, open-ended 

pipe in laminar flow. 
Phase 3. Criterion for filling of a downward-flow vertical 

pipe. 

Phase 1. Criterion for Filling of a Horizontal, Open-
Ended Pipe in Turbulent Flow 

As the rate of flow of a liquid through a horizontal, open-
ended pipe is gradually reduced, at some point the pipe ceases 
to remain filled and a free surface is formed within the pipe. 
This surface moves closer to the pipe entrance as the flow is 
reduced, until finally the entire pipe runs partially filled. A 
similar phenomenon occurs when liquid flow starts to build 
up in an empty pipe (see Figure 1 for typical flow con­
figurations). 

1.1 Dimensional Analysis. Primary geometric and fluid 
property variables relevant in this study are:' 

D = pipe diameter 
L = pipe length 
V = average fluid velocity 

The effect of varying interfacial tension was not considered in this study. 
Contributed by the Fluids Engineering Division for publication in the 
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Fig. 1 Typical flow configurations 

v = kinematic viscosity 
g = acceleration due to gravity 

Application of the Buckingham's -it - Theorem gives the 
following as the dimensionless groups which possibly have an 
influence on the phenomenon of interest: 

V 
Froude number («) 

(b) 

(c) 

VD 

D 

Reynolds number 

Length/diameter ratio 
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1.2 Experiments Carried Out in Phase 1. Figure 2 shows 
the layout of the experimental setup. Water was pumped 
through a flow meter and a vertical reservoir into the test pipe 
which was maintained horizontal. At relatively low flows, the 
flow rate was read on the rotameter for greater accuracy and 
at higher flow rates the rate was determined using the water 
meter and a stop watch. 

A range of clear plastic pipes with inside diameters varying 
from one inch to two inches (25.4 mm to 50.8 mm) and with 
different length-to-diameter ratios (16 to 72) was used. Flow 
rate was gradually increased by adjusting the valves. When 
the free surface within the pipe was only half a pipe diameter 
away from the downstream end, the rate of flow was noted. 
This was considered to be the flow rate at which the pipe 
became full. Reynolds numbers in this study ranged from 
7,000 to 25,000. 

1.3 Results. These are tabulated in Table 1. (The critical 
velocity Vc appearing in this and the following tables refers to 
the minimum value of the flow velocity V at which the pipe 
flow becomes pure liquid phase flow.) The following em­
pirical formula was obtained as the criterion for horizontal, 
open-ended pipes to fill up, in the turbulent regime of flow: 

F r 2 x Re"-3 =0.020 (1) 
Within the range tested, the length-to-diameter ratio was 
found to have no significant effect on the results. Therefore, 
this ratio was not considered as a variable for the remainder 
of Phase 1 and Phase 2 studies. 

Phase 2. Criterion for Filling of a Horizontal, Open-
Ended Pipe in Laminar Regime 

An experimental setup similar to that of Phase 1 was 
utilized in conjunction with glycerol-water solutions with 
kinematic viscosities of 11 X 10~6 to 24 x 10~6 m 2 /s . Pipe 
inside diameters of 3/4-in. (19.1 mm), 1-in. (25.4 mm), 1-1/2-
in. (38.1 mm) and 2-in. (50.8 mm) were used. Reynolds 
numbers ranged from 155 to 2200. 

Results of the Phase 2 study are tabulated in Table 2. The 

Fig. 2 Experimental setup - flow through horizontal, open-ended pipe 
(broken lines indicate the system modification for Phase 3 tests) 

criterion for a horizontal, open-ended pipe to fill up in the 
laminar regime was determined to be: 

F r 2 x Re~-3 =0.046 (2) 

Phase 3. Criterion for Filling of Downward-Flow 
Vertical Pipes 

Filling of a pipe containing downward flow is a complex 
phenomenon involving gas entrainment into the flowing 
liquid, bubble formation, and eventual expulsion of the 
bubbles from the pipe with the liquid flow. The rate of en­
trainment of the bubbles, their size, and forces acting on them 
are functions of several variables. Most important of these are 
flow velocity, pipe diameter, inlet configuration, density 
difference between gas and liquid, interfacial tension, liquid 
viscosity, and whether the bottom end of the pipe is sub­
merged or not. The balance of forces on the bubbles is further 
complicated by bubble coalescence and break-up. In view of 
the complexity of the problem, the scope of the present in­
vestigation was limited to obtaining reasonably accurate 
empirical correlations. Further discussion of the phenomena 
involved is contained in the Appendix. 

In this series of tests, the vertical test pipes were connected 
to horizontal lead pipes using cemented elbow joints (as in­
dicated by the broken lines in Fig. 2). Diameters of the lead 
pipes and the elbows were the same as those of the vertical test 
pipes in each case. The test pipes were all made fifteen 
diameters long. This value of the length-to-diameter ratio was 
considered sufficient to minimize the influence of the flow 
pattern in the entrance region leading into the test pipes on the 
value of the critical velocity Vc. 

Experimental Procedure 

The system was filled with liquid by pumping liquid 
through it at a large enough flow rate. Air collected at the top 
of the vertical supply column was released by unscrewing the 
cap temporarily. The pump was shut off and the system in­
spected to ensure that it was leakproof. The syphon was then 
broken by removing liquid from the downstream collecting 
tank and uncovering the lower end of the vertical test pipe. 
Once the horizontal lead pipe and the test pipe were filled with 
air, the liquid level in the collecting tank was raised to sub­
merge the test pipe by approximately two in. (50 mm). The 
pump was started again and flow admitted to the test pipe at a 
low rate. If no significant level rise was observed in the test 
pipe for a period of about 5 minutes, the liquid level in the 
collecting tank was lowered and the liquid in the pipes 
drained. The pump discharge rate was increased to a slightly 
higher value, the level in the collecting tank was again raised, 
and the sequence of operations was repeated until the flow 
rate was large enough to cause filling of the test pipe in a 
relatively short period (less than a minute). This value of the 
flow rate was taken as the critical flow rate. 

Results 

Results are tabulated in Tables 3A, 3B, and 3C. Critical 

Table 1 

Pipe dia 
mm 

Criterion for filling of a horizontal, open-ended pipe in turbulent flow 

Critical yc VcxD , 
velocity, Vc Fr= - — Re= F r 2 x R e -J 

m/s ^IgD " 

50.8±1 
41.3±1 
38.1±1 
38.1 ± 1 
34.9±1 
25.4±1 
25.4±1 

0.457 ±0.031 
0.393=1=0.032 
0.363 ±0.032 
0.378±0.033 
0.329±0.031 
0.268 ±0.034 
0.274±0.035 

0.647 ±0.045 
0.617±0.052 
0.594±0.054 
0.618±0.056 
0.562 ±0.055 
0.537±0.070 
0.549 ±0.072 

24,880± 1,736 
17,400 ±1,464 
14,875 ±1,350 
15,500± 1,395 
12,375± 1,203 
7,335 ± 964 
7,500± 991 

0.0201 ±0.0028 
0.0203 ±0.0035 
0.0197 ±0.0036 
0.0211 ±0.0039 
0.0186±0.0037 
0.0198±0.0053 
0.0207 ±0.0055 

NOTE: The pipes are considered to run full when.they are filled to within half a pipe diameter of the 
downstream end. Test liquid: water (c = 1 x 10 m/s) . 
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Table 2 Criterion for filling of a horizontal, open-ended pipe in laminar regime 

Pipe dia 
mm 

Critical 
velocity, Vc 

m/s 
Fr = 

Vc_ 
VgD 

Kinematic 
viscosity'"' 

« x l 0 + 6 m 2 / s 
Re = 

VcxD 
Fr- 'xRe" 

50.8±1.6 
38.1 ± 1.6 
25.4±1.6 
19.1±1.6 

0.500 ±0.034 
0.366±0.032 
0.280±0.036 
0.198±0.035 
0.210±0.037 

.709 ±0.049 

.599 ±0.054 

.561 ±0.074 

.457±0.083 

.485 ±0.088 

11.1 ±0.07 
13.8±0.07 
18.7±0.09 
24.4±0.10 
11.1 ±0.07 

2,280±172 
1,010± 98 

385± 54 
155± 30 
360± 71 

0.0494 ±0.0069 
0.0451 ±0.0082 
0.0528±0.0141 
0.0460 ±0.0169 
0.0402 ±0.0148 

{<»• Test liquid: mixtures of glycerol and water. 

Table 3 Criterion for filling of a downward-flow vertical pipe with submerged end 
3A. Low Viscosity Liquids 

Pipe dia 
mm 

Kinematic 
viscosity'"' 

i /x l0 + 6 m 2 / s 

'"'Test liquid: 

Critical 
velocity, Vc 

m/s 

Re = 
VCXD 

dimensionless 

Fr = 
y/gD 

dimensionless 
50.8±1.6 1 
38.1±1.6 1 
25.4±1.6 1 
19.1 ±1.6 1 

0.203 ±0.015 
0.300±0.026 
0.208±0.027 
0.128±0.024 

11,115± 
12,310±1 
5,690± 
2,625± 

828 
,101 
762 
502 

0.288 ±0.021 
0.491 ±0.044 
0.417±0.056 
0.296±0.057 

3B. Medium Viscosity Liquids 

Pipe dia 
mm 

50.8± 1.6 

38.1 ± 1.6 

25.4± 1.6 

19.1 ±1.6 

Kinematic 
viscosity'"' 

i /xl0 + 6 m 2 / s 

10.5±0.06 
18.5±0.09 

10 ±0.07 
19 ±0.09 

12 ±0.07 
18.5±0.09 

8.5±0.06 

Critical 
velocity, Vc 

m/s 

0.259±0.018 
0.373 ±0.025 

0.321 ±0.028 
0.373±0.033 

0.249±0.032 
0.404±0.052 

0.216±0.038 

VcxD 

V 

dimensionless 

1,350 ±96 
1,100±76 

1,000±91 
800 ±73 

570 ±75 
500 ±80 

520 ±95 

Vc Fr= ~ 

dimensionless 

0.367 ±0.026 
0.528 ±0.036 

0.525 ±0.047 
0.610±0.055 

0.499 ±0.066 
0.809±0.107 

0.499 ±0.090 

Vc 

D'2 x v-6 

D in m 
xin m2 /s 
455 ±32 
468 ±32 

527 ±46 
488 ±43 

465 ±60 
580±75 

527 ±93 

'"'Test liquid: mixtures of glycerol and water. 

Table 3 (Continued) 
3C. High Viscosity Liquids in Small Diameter Tubes 

Pipe dia 
mm 

25.4± 1.6 
19.1 ±1.6 

Kinematic 
viscosity'"' 

!>xl0 + 6 m 2 / s 

28.5±0.12 
23.0±0.10 

Critical 
velocity, Vc 

m/s 

0.701 ±0.090 
0.469 ±0.079 

VcxD 

V 

dimensionless 

670 ±89 
420 ±73 

Fr= - — 

dimensionless 

1.404 ±0.186 
1.084±0.188 

Vc 

D'2 x v'6 

Din m 
cin m2 /s 
779±101 
628 ±106 

(") Test liquid: mixtures of glycerol and water. 

values of the pipe filling parameter (for flow with the 
discharge end submerged) were obtained as follows: 

For low viscosity l iquids, Table 3 A, 

Fr = 0.30 to 0.50 (3) 

This result agrees well with those of reference [2]. However 
significant deviations were noted with liquid kinematic 
viscosities greater than roughly 10 X 10~ 6 m 2 / s . In this 
regime of flow, a fully satisfactory correlat ion of the test 
results could not be obtained in terms of non-dimensional 
parameters . This is believed to be due to the complex effects 
of liquid viscosity on bubble size and shape, and possibly the 
role of surface tension on the balance of forces. (A more 
detailed discussion of the phenomenon is given in the Ap­
pendix.) Within the limited range of the test variables, a 
dimensional correlat ion was obtained as given in equat ion (4). 

For liquids of kinematic viscosity above 10 x 10 6 m 2 /s , 
Table 3B, 

. c , = 4 5 5 to 580 (4) 
D'2 Xv6 

Vc is the critical velocity in m / s . 

D is pipe diameter in m. 

v is kinematic viscosity in m 2 / s . 
Cri t ical velocities measured in these experiments 

correspond to pipe filling in a relatively short time (less than a 
minute) after adjustment of flow. Since entrainment and 
expulsion of air bubbles could go on at exceedingly slow rates 
over long periods of t ime, pipe filling could be established at 
considerably lower rates of flow, given considerably more 
t ime. 
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Equation (4) is applicable only when the pipe diameter is 
not small enough and viscosity is not large enough to prevent 
bubbling at the liquid surface in the vertical pipe. In those 
cases, the air column in the vertical pipe would remain as a 
single long bubble until a high flow velocity is reached (see 
Table 3C). At this point the air column will be flushed out 
instantaneously by the jet coming down as a piston from the 
top. 

Uncertainty in the Output Results 

Uncertainties in the output results were computed by the 
method of Kline and McClintock [6]. I f F ( x , , x2, • • • ,x„)is 
an output result and Axt is the uncertainty in a measured 
variable xh then the uncertainty AFis given by 

r Y^ / dF \21W2 

Odds in the measured variables were estimated as 20:1. 

Concluding Remarks 

The phenomenon of filling of liquid-carrying pipes is 
controlled by the nonlinear interaction of several variables. A 
simple criterion to demarcate the filled and unfilled regimes of 
flow is not to be expected. However, in many industrial pipe 
flow problems, an approximate evaluation of the critical flow 
rate would lead to problem solution. The relatively simple 
criteria developed in this limited experimental study enable 
one to predict minimum flow rates required to fill horizontal 
and vertical downward-flow pipes. For a more complete 
understanding of the phenomenon of pipe filling, the ex­
perimental range of the variables should be extended and the 
effect of varying surface tension included. 
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A P P E N D I X 

Discussion of Phenomena Involved in the Filling of a 
Downward-Flow Vertical Pipe (Submerged) 

Consider liquid flow commencing in the pipe system 
shown. When flow rate increases, air entrainment by the 
liquid stream falling down the vertical pipe becomes 
significant as can be seen by the bubbling at the liquid surface 
in the vertical pipe. The bubbles are acted on by mainly three 
forces - buoyant, inertial, and drag forces. These forces 
depend on liquid properties, flow velocity, and the size 

AIR SPACE, INITIALLY 

f 

/ 

(radius) and shape of the bubbles. The size of the bubbles and 
their rate of formation depend on the flow rate, pipe 
diameter, interfacial tension, and liquid viscosity [7, 8, 9]. 
Very small bubbles tend to be spherical while larger ones are 
ellipsoidal or helmet-shaped. The typical bubble size is further 
modified by the phenomena of coalescence and break-up [7, 
8]. Whether a bubble rises upward, maintains a mean 
equilibrium position, or moves downward with the stream 
depends on a balance of the relevant forces. 

When the bubble size is very small (say less than 2 mm (3/32 
in.)), the bubble Reynolds number (based on bubble diameter) 
is in the Stoke's Regime [7], The dominant opposing forces 
are the forces of inertia and skin friction. With bubbles in the 
size range of 4-5 mm (3/16-1/4 in.) as in our experiments with 
water, buoyant forces become important and the role of drag 
forces diminishes. For a given liquid-gas phase, the forces to 
be balanced are inertial and gravity forces. This is shown to be 
true by the excellent correlation of the results with water for 
different diameter pipes on the basis of Froude number. 
However, when the liquid viscosity is increased, the bubbles 
become larger and the shape is more typically that of a 
helmet. The upward forces on the bubble increase and the 
relative magnitudes of buoyant and drag forces change. 

One therefore expects larger flow rates to flush out the gas 
phase from the vertical pipe with increase of viscosity in this 
regime. A simple correlation in this regime is not possible 
because of the complex effects of viscosity on bubble size and 
shape and the varying importance of drag force in relation to 
buoyant force. When the pipe diameter is not very large 
compared to the bubble size (not more than about 10 times), 
the problem is further complicated by wall effects. 

With liquid kinematic viscosities in the range of 10 x 10"6 

to 19 x 10"6 m 2 /s , and pipes of 3/4-in. (19.1 mm), 1-in. 
(25.4 mm), 1-1/2-in. (38.1 mm) and 2-in. (50.8 mm) inside 
diameter, a dimensional correlation parameter was obtained 
(equation (4)). Analysis of this parameter reveals the 
following: 

1) For the same viscosity, the increase in the value of the 
critical velocity with increasing pipe diameter is smaller than 
for the low viscosity regime. 

2) For a given pipe, increasing the liquid viscosity leads to a 
significant increase in the critical velocity. 

With small-diameter pipes at large enough viscosities, an 
interesting phenomenon can be observed (19.1 mm and 25.4 
mm pipes with kinematic viscosities of about 28 x 10~6m2 /s 
in the present study). The liquid begins to flow down the 
surface of the vertical pipe as a falling film with no bubbling 
at the bottom liquid surface. As flow is increased, the liquid 
forms an envelope around the air column in the pipe, creating 
a single long cylindrical bubble. At a velocity considerably 
higher than the critical velocity predicted by the correlations 
in the other two regimes, the long bubble is suddenly swept 
away by the stream. This phenomenon may not be seen in 
large pipes in which the falling liquid is likely to break up and 
form a jet before forming an envelope inside the vertical pipe. 
However, this phenomenon needs further investigation. 
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Flow Split Relationships in Two-
Phase Parallel Channel Flows 
The observed flow combinations through the channels were: cocurrent upflow in 
both channels, cocurrent upflow in one and countercurrent flow in the other 
channel, and cocurrent upflow in one and single phase liquid downflow in the other 
channel. The flow regimes in each channel varied from churn-turbulent, through 
anular flow, to chugging counter-current flow, as the flow conditions were varied. 
It was observed that the flow combination obtained was history dependent. 
However, for given flow combinations, certain flow split relationships were 
established. With both channels in cocurrent upflow, the flow quality into each 
channel was approximately the same as the flow quality in the lower plenum at the 
flow split elevation. For the other flow combinations, a simple relationship between 
the void fractions at the bottom of the channels which had two phase fluid, and the 
average void fraction and vapour flux in the lower plenum at the flow split 
elevation, was established. 

Introduction 

In the analysis of the thermal-hydraulic response of a 
Nuclear Reactor (BWR or PWR), during loss of coolant 
accidents, it is necessary to know the phase flow rates through 
each bundle so that an accurate fuel cladding heat-up tran­
sient can be calculated. A similar need is encountered in 
process industries when a two-phase mixture flows from a 
common inlet header (plenum) through multiple parallel 
channels, to a common exit header. The flow rates through 
each channel will depend on the homogeneity of the inlet 
flows, the pressure drop characteristics of the channels, and 
the conditions of energy and mass transfers inside the 
channels. If the inlet flow is homogeneous and the channel 
conditions are identical, then the phase flows may be assumed 
equally split among the channels. Generally, this is not the 
case, and an involved model is required to calculate the 
different flows. 

Figure 1 shows a possible flow configuration for a set of 
vertical, parallel dissimilar channels. The configuration shows 
some channels in cocurrent upflow, and others in coun­
tercurrent flow or single phase flow at the bottom entry. 
There is an equally mixed flow mode at the top exit of the 
channels. Obviously an equal flow split among the channels 
cannot be assumed. If the channels and plena are assumed to 
be one dimensional flow paths in which pressure variations 
across a given elevation are negligible, then it may be assumed 
that the pressure drop across each channel is the same. This 
gives a set of equations for determining the phase flows into 
the channels. Additional equations are obtained from the 
conservation of mass and energy. 

Formerly Senior Engineer, General Electric Nuclear Energy Division, San 
Jose, Calif. 
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It can be shown that a total of (57V + 1) equations will be 
obtained from the above relationships, in terms of Wg0, Wp, 
P, Qi, wb

Sh Wf,> Wgi, Wfi, AP,, and 6,. TV is the total number 
of channels. With IFgo, Wyt),P, and Q, as the known 
quantities, there are 67V unknowns. The additional TV-1 
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Fig. 1 Parallel channels with mixed mode flow 
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equations required can be supplied by specifying relationships 
between the liquid and vapor flows at the entries or exists to 
(N— 1) channels. Since these relationships are usually not 
known in the general case, and there's a high degree of un­
certainty as to their assumption, an experimental programme 
was therefore set up to determine them. 

Some Relevant Previous Work 

Eselgroth and Griffith [1] studied the steady state flow 
configurations for five parallel tubes, using freon and blocked 
plena inlets. The authors, as in this paper, observed cocurrent 
up flow and countercurrent flow in the tubes. They concluded 
that cocurrent downflow was not possible. This conclusion 
may not hold in all cases. Countercurrent flow limitation 
(CCFL) at the upper orifices of some high power channels, or 
the introduction of subcooled liquid into some vapor filled 
channels, during a reflood transient, may cause most of the 
reflood liquid to flow down a few channels. The resulting high 

9RADUATED 
3KSHT GLASS 

of test loop 

DRAIN FILL LINE 

liquid velocities may cause transient cocurrent downflows. 
The effects of liquid subcool on parallel channel behaviour 
was studied in reference [2]. 

Reference [3] demonstrated that single tube data could be 
used to predict burnout, flow reversal points, and single phase 
liquid flow rates into a five channel array, with blocked inlets. 
There was no need for phase split relationships. Reference [4] 
presented a model for calculating two phase flow split 
transients (including flow reversals) for parallel channels. 
Single tube pressure drop correlations, as well as history 
dependent phase split relationships, were used. 

The Experiment 

The objectives of the test were therefore, 

{a) to determine the relationship(s), if any, between the two 
phase flow in the lower plenum and the phase flows at the 
bottom entry into the channels. 

p 

w 
8 

Q 
X,x 
</>, a. 

h'hfg 

A,a 
Q 

= pressure bar 
= flow rate kg/s 
= vapor generation rate 

kg/s 
= heat addition rate kW 
= quality 
= void fraction 
= enthalpy; enthalpy of 

evaporation KJ/kg 
= flow area m2 

= void distribution 
parameter 

8 = 
/ = 

fO = 
go = 

hpt, HPT = 

lpt, LPT = 

ch = 
lp = 

vapor phase 
liquid phase 
total inlet liquid 
total inlet vapor 
high power tube -
9.5mm inlet orifice 
low power tube -
6.4mm inlet orifice 
channel 
lower plenum 

with 

with 

Vgj = slip velocity m/s 
G = mass flux kg/s - m2 

Re = Reynolds number 
p; a = density kg/m3; surface 

tension N/m 
A = finite change in given 

quantity 

Subscripts and Superscripts 

/, 1, 2 = channel identifier 
b;t = bottom; and top of 

channel, respectively 
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(b) to determine the effects of test section power levels and 
power ratios, and methods of establishing the flows, on the 
relationship(s). 

Test Loop. The test loop is sketched in Fig. 2. The loop 
includes a low pressure steam generator rated at 8.3 bar and 
0.0378 kg/s. The steam passes through a pressure regulator, 
which maintains the downstream pressure at a preset value of 
1.38 - 1.41 bar. It then flows into the steam side of the lower 
plenum flow distributor. The steam mixes with water in the 
upper region of the lower plenum, above the distributor, and 
the two phase mixture splits into the parallel tubes at phase 
ratios which depend on the flow conditions. In the upper 
plenum, the vapor flows around and over an inverted cup, 
which prevents liquid carry-over, before being exhausted into 
the atmosphere. The water returns through the drain line. 

The water loop is a quasi-closed circuit, with make up water 
from the storage tank. The 33 Vi kW capacity preheater is 
used to bring the water to saturation before it flows into the 
upper or lower plenum, as required. Water, introduced into 
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* * * ' * * '—v U \ ^ X ' ' *• 
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rn-Tn 

2 3 « 2 - 4 i a a notes 

Fig. 6 

the lower plenum, passes from the water side of the lower 
plenum flow distributor into the mixing region. The return 
flow from the upper plenum passes from the return pump 
back to the preheater. There is also a 0.283m3 external 
collection tank, used in some experiments to measure the net 
amount of water draining from the channels into the lower 
plenum. 

The test sections are two 5220mm long x 25.4 mm od x 
23.6 mm id stainless steel tubes, instrumented as shown in Fig. 
3. They can be electrical-resistance heated over approximately 
3505mm of their lengths. Each tube has a 1219mm long visual 
section made of 23.6mm id pyrex tube, between the QCV's. 
The restriction at the bottom entry of the HPT is a 9.5mm 
square-edge orifice, and that for the LPT is a 6.4mm orifice 
of similar design. At the top exit of each tube is a 4-hole x 
7.6mm orifice. 

The four 25.4mm Jamesbury ball valves, which form part 
of the Quick Closing Valve system, are designed to close or 
open simultaneously. The closing time for the test was 13-14 
milliseconds (actuator air pressure of 7 bar). A plot of air-
pressure vs closing time is shown in Fig. 4. When actuated, the 
valves trap the fluid between them. After stratification the 
volume of liquid trapped between the QCV's, and hence the 
average void fraction between the valves, can be measured. 

The outputs of the measuring instruments, in millivolts 
(except for the rotameters and pressure gauges) were recorded 
on a Dymec data acquisition system, and appropriately 
converted to actual units using the instruments caliberation 
curves. 

The Mixing Region. The plan of the lower plenum, 
sketched in Fig. 5, shows the mixing region. It is a 50.8mm 
wide x 242.9mm deep section, running diametrically across 
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Table 2 Results for tests of Table 1 

Run Number 38 39 40 3000 3024 1001 1004 
tfg*103 H P T 5?71 4^95 5^66 LVJ 5J0 4\94 4~J~\ 

kg/s LPT 0.0 0.81 0.0 0.08 0.84 0.69 0.0 
W/W HPT 247.6 Tfl, 232.1 272.2 32JS 29J V8J 

kg/s LPT - 2 4 7 . 6 - 2 7 . 6 - 2 3 2 . 1 28.0 14.9 - 2 9 . 5 - 5 2 . 4 
a between H P T ^8055 7956 .8049 ^6545 .9499 7)552 .9597 

QCV's LPT 0.0 .780 0.0 .6545 .9123 .7605 0.0 
Inlet H P T 7623 J~52 7)24 76o43 7T41 .1436 .2048 

Quality LPT 0.0 - 0.0 .003 .0535 - 0.0 
Lower Plenum a .4301 .4574 .4217 7l85 7505 .4452 .4162 

(top) X .004 .115 

J j _ H P T 1.08 1.13 1.13 3.50 0.92 1.19 1.35 

(ach at inlet) LPT - 1.19 - 3.22 0.86 1.25 
_ _ _ _ _ _ _ _ _ _ _ _ _ _ ___ _ _ _ _ 

Table 1 Sample test matrix 

Run WgQ WJQ T P l p Ptest 
number *103kg/s *103kg/s Test Atm bar section 

(net) procedure °C bar 
HPT LPT 

Gradual 
38 0.0 0.0 5.71 0.0 introduction 26 1.72 0.38 

of vapor 
Sudden 

39 0.0 0.0 5.76 0.0 introduction 26 1.48 0.096 
of vapor 
Gradual 

40 1.878 1.0 5.66 0.0 introduction 26 1.79 0.34 
of vapor 
Gradual 

3000 3.612 2.025 1.25 300.26 introduction 23.9 1.97 0.35 
of liq. and 
vap. in LP 

3024 3.60 1.975 6.14 47.14 __•<:_ mi 23 9 , 67 Q 24 

3000 

Gradual 
1001 1.806 1.0 5.56 0.0 introduction 23.9 1.53 0.08 

of vapor 
Same as for 

1004 1.758 1.0 4.82 -33.73 1001 with 23.9 1.57 0.165 
net liquid 
down flow 

the lower plenum. Liquid and vapor are introduced, through 
uniform distribution holes, into the bottom of the mixing 
region, and they flow out through the channels at the top of 
the region. 

Flow Distributor. The two types of flow distributors used 
are shown in Fig. 6. The vapor hole size for type 1 (Runs 10 to 
1012, and 3000 to 5026R) can be altered, using the movable 
plate. Type-2 (for Runs 1013 to 2017 and 9015) is a simple 
tube with holes drilled on its upper side. 

Further details of the test section may be found in reference 
[5]. 

Experimental Procedure. In the tests, saturated vapor was 
always supplied to the lower plenum. Saturated liquid was 
supplied either to the lower plenum or to the upper plenum. In 
the former case, net cocurrent flow through the channels, 
were established. In the latter, net countercurrent flow or net. 
zero liquid flow (liquid downflow in one channel = liquid 

upflow in the other channel) was established. For liquid 
supply to the upper plenum, the external collection tank was 
used to measure the net liquid downflow. 

With the net liquid down flow as zero, the method of in­
troducing the vapor was varied. In some of such runs, the 
vapor flow rate was gradually increased to the desired value. 
In others, the QCV's were closed while the vapor was in­
troduced into the lower plenum. The lower plenum was thus 
pressurised. The QCV's were then opened, so that vapor was 
suddenly introduced into the channels. The flow rates were 
allowed to stabilize before data were taken. 

At steady state, the transducer outputs were recorded on 
channels 1-62 of the Dymec over many cycles. The average 
values over the cycles were used. Pressure gauge and 
rotameter readings were manually taken. From these data, 
total liquid and vapor flow rates, test section powers, inlet 
void fractions, qualities, pressures, and pressure drops were 
calculated. 

The tube/QCV system was calibrated for void/quality 
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relations in cocurrent and counter-current flows, with one 
tube operating at a time. 

Test Matrix. The flows and heat inputs varied within the 
following ranges: 

WgQ: 1.26-129.8* 
0-472.5*1(T3 kg/s 

(T 3 kg/s ; Wf0: (downflow) 

Qhpl: 0 -20 .7KW; WN\ (upflow) 0-504.9* 10~3 kg/s 

Qlpt: 0-5.2KW;Ghp./Gip l : 1-1.8 

The test matrix for some representative tests is shown in Table 
1, with the corresponding results shown in Table 2. 

Data Reduction 

Void Fraction and Flow Quality. The average void fraction 
between the QCV's is given by 

Volume between QCV's - Volume of liquid trapped ,,. 
Volume between QCV's 

If the flow is fully developed and there is negligible flashing or 
condensation of vapor between the QCV's, then the value of a 
given by equation (1) is also the value of the constant a 
between the QCV's. 

Using Latzko's [6] expression for onset of fully developed 
turbulent velocity profile in single phase flow, (equation (2)), 
but with a two phase flow viscosity given by equation (3), 

Z/D = 0.693 Rev' (2) 

^ l o a -t> Iff 0\ - ® 
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Fig. 9(a) All channel inlets and lower plenum in cocurrent up flow 
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P = XHg+(l-x)iif (3) 

the largest Z/D for fully developed flow in the experiments 
was approximately 10. Allowing for an underestimate of 50 
percent by equation (2), the value becomes 20. This gives a 
developing length of 472 mm. The length of tube between the 
lower plenum and the lowest QCV was 305 mm, or 13 
diameters. Thus at highest flow rate, length of developing 
flow extending into the pyrex tube was 167 mm, or only 14 
percent of the length of the pyrex tube. The flow was 
therefore assumed fully developed, or nearly so, at entry to 
the pyrex section. 

The measured a corresponded to the actual a somewhere 
between the QCV's. Changes in vapor flow rate between the 
QCV's, though small, arose predominantly from gravity 
pressure changes. For a given test, this was approximately 
linear with height. For small changes in x and a, a would also 
vary approximately linearly with height. The measured 
average void fraction was therefore assumed to correspond to 
the actual a at the midpoint of the pyrex tube. Errors from 
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Fig. 11 X c h versus X|p for LPT 

this assumption on the corresponding values of x were 
calculated and found negligible. 

Flow quality, Wg/(Wg + Wf), at entry to the channels 
differed from those within the pyrex tube, principally as a 
result of throttling at the inlet orifices. An energy equation 
between lower plenum and the midpoint of the pyrex tube was 
written to correct for the effects of pressure change, potential 
and kinetic energy changes and heat losses. The effects of the 
last three factors were very small. 

Flow Split With Both Channels in Cocurrent Flow at Inlet. 
The phase flow rates, Wg and W} at entry to each channel 
were determined using the mass conservation equations for 
liquid and vapor at lower plenum/channel boundary, void-
quality relationship given in equation (4) and obtained from 
caliberation data, and the energy equation between the lower 
plenum and the midpoint of the pyrex tube for each channel. 

V o„ V2.649a/ / 
(4) 

Equation (4) is shown in Fig. 7. 

Flow Split With One Channel in Cocurrent, and the Other 
in Countercurrent, Flow. The equations were the same as 
those for both channels in cocurrent flow, except that for the 
counter-current channel, the drift flux void fraction equation, 
with the parameters C0 and V^ given by the Dix correlation, 
equation (5) and reference [7], replaced equation (4) 

Q = 1.0+/ l(5)*/3(a)/(l+Re/4.11*105)*) 

Vgi = 2.5 f0(p) 

for 0 < a < a2 

K&- = (2.5+/4(Re)(a-a2)/0.1)*/0(p) 

for a2 < a < a2 +0.1 

V* = Xg( l -a)*/oO>)---

fo ra 2 +0.1 < a < 1.0 

where 

5 = pg/Pf 

MP) = (go(pfPg)/pj)'A 

ct2 = 0.625 + 0.15 exp(-Re/1.12* 105) 

ft(5) = 0.5 for r3<<1.0 

(56) 

(5c) 

(5d) 

(5e) 

(5/) 

(5g) 

(5/*) 

&i-sir) 

-^~r 

4 Hlgb M/mr Tetesl HPT & es-earresJ U» Flaw ®Hfc 
A t®« N t r t r Tate&JLPT ta Cw&afcar 6«rre»t Pla« 

w H!®& Pm&r Tafra la ©a- Csrreat Up Stew »**& 
Law p®w«r Taba )n Stag la PtiApa Liquid 
Da«a Pta« 

• 8 

Fig. 12 Comparison of flow split data with equation (34) (1te|p - 1/aCh) 
versus (pgVgj/Gg)L p 

Ks = (2.5+/4(Re))S' /V(0.9-a2) 

/ 3 (a ) = 1.0 for a < a i 

= ( 1 . 0 - a ) / ( 1 . 0 - a , ) f o r a > a , 

a, = (5/6)*/, (5)/(l+Re/4.11*105)' /2) 

(50 

(57) 

(5*) 

(50 

/4(Re) = 0 .9 (1 - (Re/2.01 *105)) Re<2.01*105 (5m) 

= 0.0 Re>2.01*105 (5«) 

The above correlation was developed for cocurrent flow. 
However, by using the absolute value of the Reynolds 
number, the equation was found to correlate data for 
chugging counter-current flow well, as shown in Fig. 8. The 
countercurrent flow regime in the tests were of the chugging 
type. 

Flow Split With One Channel in Cocurrent Flow, and the 
Other in Single Phase Liquid Downflow. The equations were 
the same as for the previous flow split cases, except that for 
the channel with single phase liquid, Wg = 0. 

(5o) Analysis 

A simple flow split relationship can be developed for the 
case in which both the lower plenum and all the channels are 
in cocurrent upflow. Figure 9(a) illustrates such a case. The 
flow is assumed homogeneous in the lower plenum. If X0 and 
PQ are the quality and pressure in the lower plenum at the flow 
split elevation, and Xx, Pu X2, P2 are the qualities and 
pressures at entries to the respective channels, then at steady 
state, 

Xr, h f„n + h m + K0"fgO to' 2/ 
--X\hfg\+hA 

(6) 

If P , ^ P2 - P0 and kinetic energy changes are negligible, 
then 
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*i=*2=*o (6«) 
The flow split relationship for this flow situation becomes 

*ch=*iP (66) 
Figure 9(b) illustrates the more complicated case in which 

one channel is in cocurrent upflow while the other is in 
countercurrent flow, at their inlets. The inlets of both 
channels are submerged in the two phase fluid in the lower 
plenum. 

Let Wgh Wf, be the vapor and liquid flows through a channel 
entry. 

a, = Channel flow area at entry 
Aj = Cross sectional area of the stream tube, in the 

lower plenum at the flow split elevation, through 
which the flows Wgi and Wfi pass, 

a,, </>, = average void fractions over a,and Ait respectively 

From the drift flux equations: 

«,- = « V (c0i (wg, ± Wj, f*L ) +aiPgi V^ 

*/ = Wgi/(ci, (Wti ± Wfi ^ - ) +A,p'gl V^ 

(the primed quantities refer to values at A,) 

and making the following assumptions: 

(a) Dynamic pressure heads are negligible, i.e., P, = P[ 

(b) C0=Ci(c)V, 

(7) 

(8) 

• • - V-
gjl SJl 

Then 

Ck, 1 ± w, n 
w. si Pf> 

W„ Pi 
w$i Pn 

_L = Pgj v'm 
a, WgilA, • - ) 

A,) 

(9) 

(10) 

(11) 

If, as in many cases of practical application, a-, < < Ah then 
equation (11) becomes 

1 _ 1 

<£/ a, 
Pgi sJi 
WgllA, 

(12) 

Equation (11) has the correct limit as a, approaches At. If we 
assume that both the void fraction and the vapor flux are 
uniform across a given elevation in the lower plenum, then 

4>j — «ip at the flow split elevation (13) 

Wgi/Ai=(Wg/A)ip" " " (14) 

When the void distribution over a lower plenum elevation is 
uniform, equations (13) and (14) are compatible. Such a 
situation is approximated during bulk vaporization in the 
lower plenum of a nuclear reactor which is undergoing a 
depressurization transient, or when all the channels and the 
lower plenum are in cocurrent flow or countercurrent flow. If 
some channels are in cocurrent flow while others are in 
countercurrent flow at their inlets, the two equations are not 
compatible. However, for computational reasons, we may 
assume the two equations to hold. Equations (11) and (12) 
then become 

1 

«iP 

1 (ps
y
si\ 

\ G ) \ 
(16) 

where lower plenum values are calculated at flow split 
elevation. When a, < <Ah as will be the case if the channel 
inlet area is a significant proportion of the total lower plenum 
cross-sectional area at the flow split elevation, then equation 
15 will be used, and the ratio aJA, must be estimated. An 
estimate for the ratio is obtained by assuming that 

A M i p = » , / £ » , 

• ' • ^ / = ( l > , ) M | p 

(17) 

(18) 

Results 

Test results for the matrix of Table 1 are shown in Table 2. 
The flow split data for both the channels and the lower 
plenum in cocurrent upflow are plotted in Fig. 10 and 11, for 
the HPT and LPT. Equation (6b) is seen to represent the data 
well, within experimental errors. 

Figure 12 shows a plot of (l/ct\p - l /a c h) versus 
(pg Vy/Gg)^ for all the flow split combinations observed. 
Within the channels themselves, the observed flow regimes 
were churn-turbulent or slug or anular for cocurrent flow, 
chugging countercurrent flow, or single phase liquid 
downflow. Channel inlet void fractions when in coun­
tercurrent flow, Vgj and lower plenum void fractions were 
calculated using the Dix correlation (equation (5)). The figure 
also shows a comparison of the data with equation (16). The 
data are biased to one side of the equation, but nevertheless, 
the comparison is quite good. 

The data in figure 12 appears to follow the equation 

l/ai, (19) 

<*iP «ch 

*iP - I / " * = * + (ps
 V£jlGg) lp 

* is non zero if the first two terms on the right-hand side of 
equations (9) and (10), or V^ and V'j and V'^, are not equal. 
It is therefore a measure of how accurate assumptions (a), (b), 
and (c), on which the equations were based, are. 

For the tests reported here, the maximum dynamic pressure 
head at channel entry was estimated as 4 percent of lower 
plenum pressure. This would introduce less than a 5 percent 
difference in vapor density, and negligible difference in liquid 
density. At rated flows, the dynamic pressure head at the 
channel entry nose piece of a BWR is 0.2 percent to 0.27 
percent of system pressure (69 bar). Thus assumption (a) is 
fairly good. 

Using the Dix correlation (equation (5)), the ratios C0/CQ 
and Vgj/V'gj were determined for 0.01 < 4> < 0.7; 103 < Re' 
< 10s; 1.01 < P < 69 bar and 0.0 < a,/A, < 1. It was found 
that within these ranges of parameters, 0.8 < C0/CQ < 1.0. 
The K^-ratio was less well behaved. However, for aJA, > 
0.5 and Re = 105, then0.8 < Vgi/V^ < 1.1. For «,-A4, > 0.2 
and Re = 103, then 0.8 < Vgj/Vg) < 1.3. Assumption (b) is 
therefore acceptable within the range of parameters given 
above. Assumption (c) is admissible for 4> < 0.7, at/Aj > 0.3 
andlO3 < Rc' < 105. 

The data plotted in Figs. 10, 11, 12 were obtained with 
various test-section power levels, within the range given in the 
test matrix. No definite effect of channel power level or power 
ratio was observed in the figures. 

For the tests with zero net liquid flow rate, the method of 
introducing the vapor into the channels was varied between a 
gradual and a sudden introduction of vapor. With gradual 
increase in vapor flow rate, the LPT remained in single phase 
liquid downflow until a total vapor flow rate of 0.0114 kg/s 
was reached. Chugging countercurrent flow was then 
established in this channel. On reduction of total vapor flow 
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rate, single phase liquid downflow was not re-established in 
this channel until the vapor flow rate was reduced to 0.0058 
kg/s. There was thus a hysteresis effect on the flow con­
figuration obtained as the total vapor flow rate was varied. It 
was also found that with sudden addition of vapor, chugging 
countercurrent flow was established in the LPT provided the 
total vapor flow rate was greater than 0.0058 kg/s. In all these 
flow configuration tests with zero net liquid flow, the HPT 
was in cocurrent upflow. 
. Figure 12 includes data obtained from the above flow 
configuration tests. Thus, though the method of introducing 
the flows affected the resulting flow configuration, the stable 
flow split relationship was not affected. 

Conclusions 

1. Simple flow split relationships for channels com­
municating between the same upper and lower plena have 
been developed and are given by equations (fib) and (15) or 
(16). 

2. Equation (6b) is applicable when the lower plenum and 
all the channel inlets are in cocurrent upflow, and the lower 
plenum void distribution is uniform at a given elevation. 

3. Equation (15) or (16) is applicable when the channel 
entries are submerged in a two-phase flow in the lower 
plenum, and the channel in question is in two phase flow at its 
lower plenum entry. The following conditions also need to be 
satisfied. 

(a) Uniform void distribution in the lower plenum at the flow 
split evaluation. 

(b) Low void fractions in the lower plenum (<0.7) 
(c) Moderate-to-high ratio of total channel inlet areas to 

lower plenum cross-sectional area at flow split elevation. 

(d) 103 < (Re)ip < 105. (The validity of the assumption on 
which the relationship was developed was not tested for 
Re,P > 105) 

4. Experimental data from a vertical two channel system at 
near atmospheric pressure, have been compared with the 
relationships, with encouragingly good results. 

5. Within the range of channel power levels and power 
ratios tested, no effect of these parameters was found to 
influence the validity of the flow split correlations. 

6. Though the method of introducing the flows, and the 
flow levels, may influence the modes of flows at the channel 
entries, once a flow configuration is known to exit, equation 
(6b) or (15) or (16) will apply, irrespective of how the flows 
were established. 

References 

1 Eselgroth, P. W., and Griffith, P., "Natural Convection Flows in 
Parallel Connected Vertical Channels With Boiling," M.l.T. Report No. 
70318-49, July 1967. 

2 Iloeje, O. C , "Effects of Parallel Channel Interactions, Steam Flow, 
Liquid Subcool, and Channel Heat Addition on Nuclear Reactor Reflood 
Transient, " ( t o be published) Nigerian J. of Tech., NIJOTECH, Sept. 1982. 

3 Eselgroth, P. W., and Griffith, P., "The Prediction of Multiple Heated 
Channel Patterns From Single Channel Pressure Drop Data," M.l.T. Report 
No. 70318-57, Oct. 1968. 

4 Iloeje, O. C , and Avila, J., "Two Phase Flow Split Model For Parallel 
Channels," Nig. J. of Tech. (NIJOTECH), Mar. 1979. 

5 Iloeje, O. C , Kervinen, J., Ireland, J., and Shiralrar, B. S., "Two Phase 
Flow Configurations and Flow Splits in Parallet Channels," General Electric 
Nuclear Energy Division, San Jose, NEDE, 1977. 

6 Latzko, H., Z. angew Math. U. Mech., Vol. 1, p. 227, 1921; and as in 
Turbulence, byHinze, J. O., p. 514, McGraw-Hill Book Co., 1959. 

7 Dix, G. E., Sursock, J. P., and Wing, K. D., "New BWR Void Fraction 
Correlation," BWR Systems Department, Gen. Elec. Nuclear Energy Div., San 
Jose, Calif., Aug. 1975. 

If you are planning 
To Move, Please 
Notify The 

ASME-Order Dep't 
345 East 47th St. 
N.Y.,N.Y. 10017 

Don't Wait! 
Don't Miss An Issue! 
Allow Ample Time to 
Effect Change. 

Change of Address Form for the Journal of Fluids Engineering 

Present Address—Affix Label or Copy Information from Label 

1 

Name 
Atten 
Addn 
City 

3rint New Address Below 

tinn 

:ss 
State or Countrv Zip 

462/Vol. 104, DECEMBER 1982 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.89. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Masahiro Inoue 
Associate Professor, 

Department of Mechanical Engineering, 
Power Division, 

Kyushu University, 
Fukuoka,Japan. 

Mem. ASME 

Discharge Coefficient for Venturi 
Flowmeter With Short Laying 
Length 
This paper presents a method for predicting the discharge coeffcient for a venturi 

flowmeter with a short laying length where the static pressure is not uniform at the 
throat due to streamline curvature. The discharge coefficient is determined by 
combining potential flow calculations and one-dimensional viscous flow con­
siderations. For the potential flow, an accurate computational technique proposed 
by the author is used to calculate the pressure at the throat tap by assuming that the 
total pressure is equal to the average one at the throat. The average total pressure is 
related to the inlet pressure by use of a generalized empirical equation based on one-
dimensional considerations. Validity of the method is verified by comparison with 
published experimental data for short venturi flowmeters. 

1 Introduction 

From the viewpoint of energy conservation, the use of a 
venturi flowmeter is desirable for large flow rate 
measurement applications, since the pressure loss is much 
smaller than that for nozzle or orifice plate flowmeters. 
However, for applications involving large diameter pipes, the 
standard venturi flowmeter design [1,2] becomes too long to 
be practical. Therefore, for such large applications, there is 
considerable interest at present in developing practical venturi 
tube designs that have a short laying length. However, before 
installation, these short venturi tubes need accurate 
calibration which becomes virtually impossible for large sizes. 
Hence, a reliable analytical method for obtaining the 
discharge coefficients for such short venturi flowmeters has 
been developed and is presented here. 

For nozzle flowmeters, the discharge coefficient can be 
predicted using coupled potential flow and boundary layer 
flow calculations [3, 4]. An analogous method is adopted in 
this study where a potential flow calculation [5] is used with a 
one-dimensional viscous flow calculation [6]. Validity of this 
method is investigated by comparing results with Halmi's 
experiments [7] on short venturi flowmeters with low pressure 
loss. 

2 Analysis 

2.1 Discharge Coefficient For a Short Venturi Flowmeter. 
The discharge coeffcient CD , of a venturi flowmeter is defined 
as 

CD = Q/{( Tr/4)d2 V2(p; -p, /p/Vl - p4) 

Ignoring fluid compressibility the energy relation is 

Pi + VipcijVi1 =p, + lApa,v,2 +p. 

(1) 

(2) 

Contributed by the Fluids Engineering Division for publication in the 
JOURNAL OF FLUIDS ENGINEERING. Manuscript received by the Fluids 
Engineering Division, September 1979. 

In the one-dimensional case, where the static pressures are 
assumed to be uniform at the inlet and throat section, the 
respective wall pressures are 

Pi=Piandpt=p, (3) 

Substitution of equation (3) into (2) leads to 

CD = VcT-04)/(a,-«//3
4 + r) (4) 

where f = pi/Vipv,2. 
To date, the discharge coefficient has been studied on the 

basis of equation (4). For example, Ferron investigated the 
effects of velocity profile on CD [8], and Benedict and Wyler 
[6] proposed a generalized equation for CD which was ap­
plicable not only to venturi tubes but also to other differential 
pressure type flowmeters. In general, an inlet tap can be 
located at a point where p,=P\ holds. In the case of a short 
venturi tube however the wall pressure p, is lower than the 
average value p, owing to the effect of streamline curvature. 
Therefore, the one-dimensional relation of equation (4) is not 
applicable. 

Here, a new expression for the discharge coefficient is 
proposed to take into account the non-uniformity in the 
throat static pressure profile. This expression includes a 

200.51 

Fig. 1 Configuration of venturi tube used 
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Fig. 2 Distribution of surface static pressure for the venturi tube 

rational approximation supported by experimental data. 
Namely, the pressure distribution is determined from the 
potential flow case where the stagnation pressure is the same 
as the average one at the throat section in the actual viscous 
flow. That is, 

p, + Vipv,* • Vipa,v,2 
(5) 

where v* denotes the surface velocity at throat section in the 
potential flow. Substituting equation (5) and Pi=p, into 
equation (2) gives the following relation: 

CD = V ( T ^ j 7 ( 7 ? / 3 4 - a , ^ + r) (6) 

where 7, = v*/vt 

Now, this relation is rewritten in a more convenient form by 
using a discharge coefficient Cj for the potential flow and a 
conventional discharge coefficient Cv for the one-
dimensional viscous flow. Where, 

c,=^W)MW 4) (?) 

using, 

Nomenclature 

E.S. nI.C T.C. " T.S. 
/entrance^ I /throatwthroat \ 
\sect ion l \ coneAsection; 

R.S. 
/recovery\ 
Isect ion/ 

(inlet cone) 

Fig. 3 Typical configuration of universal venturi tube [7] 

Pi+[/ipVJ=p, + V2PV,*2, 

and 

C v = {CD m equation (4)]. 

From equations (6), (7), and (4'), it follows that 

J L - l l a,-/34 

ch _ J " 
1 1 

1 

( 4 ' ) 

(8) 
•v * " £ 4 

An empirical relation is adopted for Cv, and hence, a, is 
arbitrarily set equal to unity since the effect of a, will be 
included in f [6]. Therefore, the discharge coefficient for the 
short venturi flowmeter becomes 

cfl = cvcyVi-(i C2y)(\ Cj) (9) 

2.2 Potential Flow Study. The standard deviations on the 
discharge coefficients of the classical venturi tubes [2] range 
from 0.35 to 0.75%. Therefore, comparable or better ac­
curacy is required in the potential flow calculation to 
determine C,. This requirement can be satisfied by the 
method of singularity with spline fit distribution proposed by 
the author [5]. The application of the method to the venturi 
tube is summarized in the Appendix. 

2.3 Empirical Relation for Cv. In general, for well 
designed venturi flowmeters as the Reynolds number increases 
Cv and hence its contribution to CD decreases. Therefore, for 
the high Reynolds numbers encountered in large sized pipes 
and ducts where direct calibration is impractical, the small 
errors in the prediction of Cv will have a negligible effect on 
the prediction of CD. 

The value of Cv may hence be derived by extrapolation of 
the Cv versus Re curve obtained from model tests, provided, 
of course, that the model tests are at high enough Reynolds 
number where an asymptotic behavior of Cv versus Rc is 
obtained. In the model tests, the values of Cv can be derived 
from the normal value of CD by use of equation (9). 

For a far simpler prediction of Cy without resorting to 
model tests, the generalized empirical equation by Benedict 
and Wyler [6] may be used: 

CK = [ ( l - ^ 4 ) / ( l - ( 3 4 + 9.7156/3''4Re-' / j-0.4505/34Re~
1/5)]' / i 

for "laminar" region (Re< 1 x 105) (10) 

CK = [ ( l - j 8
4 ) / ( l - ) 3 4 + (0.17i31/5-0.4505(34)Rc-

1/5)] l / l 

for "turbulent" region (Re> 1 x 105) 

CD = 
C, = 

Cy = 

D 

discharge coefficient 
discharge coefficient for 
potential flow 
discharge coefficient for one-
dimensional viscous flow 
wall pressure coefficient 
( = (p-p,)/\/2pvf) 
diameter at inlet 

d = diameter at throat 
p = static pressure 

Pi = pressure loss 
Q = flow rate 

Re — Reynolds number referring to 
inlet condition 

v = flow velocity 
a = kinetic energy correction factor 
/3 = diameter ratio (= d/D) 

r = 
p = 

Suffix 

/ = 
t = 

- = 
* 

loss coefficient (=pt/\/2pv}) 
density of fluid 

inlet 
throat 
average value 
potential flow 

464/Vol. 104, DECEMBER 1982 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.89. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

file:///sectionl


1.0 

0.0 

s- -1.0 

-2.0 

-3.0 

E.S. I i .e . TC I T S ^ I R.S. 

\$ 

— Potential flow 
— One-dimentional flow 

o Re = 8x105 I r .-raj 
A R e = 2 x 1 0 5 ) E x p e n m e n t 

(3 = 0.7498 3 

0.5 1.0 

z / D 

1.5 2.0 

Fig. 4(a) 0 = 0.7498, inlet cone angle of 50 deg 

3- - 5 0 -

-100 — 

E.S.^ 1 I.C.,|CT.CJC T .S ._4 R-sZ 

Potential flow 
One-dimentional f low 

o Experiment!7)Re=7.3xl04 

(3 = 0.3172 

0 0.5 

Fig. 4(b) fi = 0.3172, throat section length of D/2 

Fig. 4 Distribution of surface pressure for U.V.T. 

3 Comparisons With Experiments 

The proposed method uses potential flow theory. Hence, a 
question remains whether it can be applied to the fully 
developed viscous flow through the venturi tube installed in 
a long pipe line. Preliminary experiments were carried out to 
address this question. A converging-diverging tube as shown 
in Fig. 1 was installed downstream of long straight pipe. An 
inlet survey was performed to verify that a fully developed 
turbulent velocity profile occurred at the venturi tube inlet. 
Static pressures were measured along the wall surface, and are 
plotted in Fig. 2(a) in nondimensional form. In the figure, 
solid and broken lines indicate the calculated results from the 
potential flow theory and the one-dimensional theory, 
respectively. It is seen that the potential flow theory 
calculations show a good agreement, with the measured data. 
Whereas, a large discrepancy is observed between the ex­
periment and the one-dimensional theory in the throat region. 

Field designs of venturi flowmeters generally consist of a 
converging portion followed by a constant diameter throat 
section. Thus, the throat section was cut as shown in Fig. 1 
and the pressure distribution was again measured and is 
shown in Fig. 2(b). Note that this geometry is suitable for field 
applications since the throat pressure measurement is 
relatively insensitive to the location of the throat tap due to 
the flat pressure distribution in the throat region. From Fig. 
2(b) it is seen that for this geometry also, the potential flow 
theory predicts the experimental data quite well. This implies 
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that the discharge coefficients can be evaluated using 
potential flow theory with the viscous correction as described 
in the previous section. In fact, the measured discharge 
coefficient CD = 0.9696-0.9729 (for Re = 1.1 - 4 . 4 X 105) 
agrees well with the calculated values of CD =0.9658—0.9678 
(Deviation: 0.0038-0.0051). 

Next, comparisons are made with the numerous ex­
perimental data by Halmi [7], who developed the "universal 
venturi tube (U.V.T.)" with short laying length and low head 
loss. 

Figure 3 shows a typical U.V.T. geometry which consists of 
a transition section with a 40°-inlet and 7°-throat cone 
followed by a constant diameter throat section, and a 5°-
diverging recovery section. Figures 4(a) and (b) show the wall 
pressure distributions from Halmi's experiments, potential 
flow theory and one dimensional theory. Halmi observed 
some local separations and vena contractae at the entrance as 
well as at the exit of the cylindrical throat [7]. Nonetheless, 
the measured pressure distribution closely resembles that 
from potential flow theory in the case of (3 = 0.7498 (Fig. 
4(a)). The drops in pressure at the intersection of the inlet and 
throat cone and of the throat cone and the throat section are 
therefore not solely due to the flow separations and the vena 
contractae, but also due to the effect of streamline curvature. 
In the case of low diameter ratio (Fig. 4(b)), there is some 
deviation between the data and the potential flow calculations 
in the downstream half of the throat section, but still the 
overall agreement between data and predictions is quite good. 

Figure 5 shows the measured discharge coefficients from 
the calibrations of 51 standard U.V.T.s ranging in diameter 
from 7.62 to 106.68mm, and with (3 = 0.2 to 0.75, and 
Re = 8 x l 0 4 to 4.5 xlO 6 . Most of the data fall within a 
±0.75% tolerance band around a mean value—"universal 
value"—of CD =0.9797, independent of j8. In the figure, the 
predicted values for C,, Cy, and CD are also shown. A 
comparison between the predicted and the experimental 
results reveals that: 

(i) The discharge coefficient cannot be predicted only by 
the one-dimensional viscous consideration (Cv) and the 
streamline curvature effects must be accounted for. 

(ii) The predicted discharge coefficients are satisfactory for 
the wide range of /3 considered. The predictions are slightly 
higher than the "universal value" probably due to the local 
separations at the intersections, not accounted for in the 
prediction method. 

(iii) The predicted values of CD are nearly independent of 
P, since Cv tends to increase with /3 while C, decreases. 

In Figs. 6(a) to (c), the calculated results are compared with 
the experimental data in the ranges of low, medium and high 
Reynolds number case for which the data were obtained on 
U.V.T.s with D = 38.1-457.2mm and ,3 = 0 . 3 1 - 0.75. Close 
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Fig. 6 Effect of Reynolds number on discharge coefficient 

agreement between the calculated and the experimental values 
are shown both in the laminar region (Rc below about 
1.0 X 105) and the turbulent region (Re over about 1.0 X 105). 
(Some experimental data from R e = 0 . 4 x l 0 5 to 1.2 xlO5 

probably belong to the transition region.) 
In the case of medium Reynolds number (Fig. 6(b)) also, 

where data were obtained on a 152.4 diameter U.V.T. at 
various water temperatures, the prediction is satisfactory 
although the predicted values are a little higher than the 
experimental ones (about 0.2 percent higher). 

In the case of high Reynolds numbers (Fig. 6(c)), for which 
a 344.5mm diameter-U.V.T. with /3 = 0.6628 was calibrated 
on two independent tap sets located 180 dcg apart, the 
predicted and experimental values agree precisely, while the 
"universal value" is considerably lower than the experimental 
values. From this figure, it is seen that the relation 

Cn ~Ci (11) 

can be used at high Reynolds numbers (where calibration 
becomes impractical), since the contribution of Cv on CD 

beomes small as stated earlier. 

4 Conclusion 

A method for predicting the discharge coefficients for 
venturi flowmeters with short laying lengths has been 
developed. The method uses a potential flow calculation to 
account for streamline curvature at the venturi throat, 
coupled with a generalized empirical correlation to account 
for viscous effects. The validity of the use of potential flow 

calculations has been verified by comparisons against ex­
perimental data. 

The discharge coefficients predicted by this method are 
compared against those measured for venturi flowmeters with 
short laying lengths. The predicted values agree closely with 
the measured values over low, medium and high Reynolds 
number ranges. The accuracy of the predicted discharge 
coefficients is especially good in the high Reynolds number 
range where calibration of venturi flowmeters is impractical. 
Therefore, the method presented here provides a useful and 
accurate tool for determining the discharge coefficients for 
venturi flowmeters with short laying lengths used for the 
measurement of flow rates in large sized pipes and ducts. 

Finally, it should be noted that the method proposed is 
applicable to well designed venturi flowmeters only where 
flow separation and vena contractae effects are small. 
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A P P E N D I X 

Method of Singularity with Spline Fit Distribution for 
Potential Flow Analysis [5] 

In the method of singularities, ring vortices are distributed 
over the wall surface of the venturi tube. The strengths of 
these vortices is obtained from the solution of the Fredholm 
integral equation. In order to get the precise solution, the 
vortices are distributed continuously by means of a cubic 
spline fit approximation [9]. When the meridional line of the 
venturi is divided into N intervals Sj(j = 0,l,2, ,N), 
and the strengths of the vortex 7, and the second derivatives 
5, = (cPy/ds2)j at the junction points are taken as unknowns, 
the vortex density in each interval is represented by 

J(s) = (1 - / ; ) yj + / , 7 , + , - 1 (2fj - 3/1 +fj)ljbj 

1 

where s: coordinate along the meridional line 

(Al) 
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fj=(S-Sj)/lj 

The 27V+2 unknowns jj and 5y-(y = 0,l, . . . . .,N) can be 
obtained by solving a set of 2N+2 linear simultaneous 
equations as follows: The boundary condition which 
prescribes the normal component of the velocity to vanish at a 
control point in each interval yields N linear equations, the 
condition of the first derivative to be continuous at the 
junction point and the two end conditions (namely, the 
conditions of the spline fit approximation) give N+1 
equations, and the condition which prescribes the flow rate 
through the venturi tube gives the last equation. Then, the 
surface velocity at any point is calculated by equation (Al). 

The accuracy of the calculation can be determined by 
examining whether the velocity at the wall surface induced by 
all the ring vortices coincides with equation (Al). If the 
required accuracy is not obtained, the number of intervals N 
in increased. In this study, the calculation was performed so 
that the difference between the induced velocity and the 
vortex density (equation (Al)) is smaller than 0.1 percent at 
the throat tap. 

D I S C U S S I O N 

D.Halmi1 

In view of the restricted space allowed for this discussion, 
subjects dealt with here are narrowed to points deemed most 
important for those who wish to use information from the 
paper or wish to refine its proposed discharge coefficient 
calculation method. 

The paper presents a method by which C can be calculated 
accurately for "well designed" short Venturi Tubes. To gage 
how well this goal is achieved, we ought to realize that due to 
the nature of the concept of C, and due to the way Cs are used 
(also because of the means by which knowledge is obtained 
about them), we should consider their values, shapes, and the 
inevitable uncertainties of gathering knowledge about them. 

The value of Cis defined as: 

True 
C, = C 

Value 

The true shape of C describes the change in single C, values 
in the function of some controlling parameters like 

C, versus Re; or 

C, versus Re versus P or 

C, versus Re versus j3 versus D, etc. 

The uncertainty is a calculated ± C value band that should 
contain the errors with the specified confidence level included 
in a determined C value or shape due to the execution of the 
method by which they were determined. 

Utilizing above clarification, the discusser puts forth some 
of his observations: R. 

• The calculations - for UVT's indicate no size effect (D) 
but some (3 and Re sensitivity. The UVT experimental me 

'Director Flowmetering & New Product Development, B. I. F. Industries, 
W.Warwick, R.I . 02893 

data - to the extent of its uncertainty band - verifies the 
size insensitivity but contradicts the j3 and Re sensitivity. 
Further work would be required either to disprove the 
indications of the experimental data or improve the 
mathematical image of C to make it agree with the results 
of the experiments. 

• C values and shapes have been determined by the calc 
method but no attempt is presented in the paper to 
calculate the uncertainties that belong to the determined 
C values and shapes. To develop such knowledge is 
indispensable if the calc method is intended to be used for 
C determination without flow calibration. 

8 The mathematical "image" could be (should be) refined 
by recognizing in it the energy loss that occurs as the flow 
moves through the tube. By adding this refinement to the 
calc method would eliminate the disagreement illustrated 
by Fig. 4(b) in the UVT's throat section. The test points 
indicate a lowering of the static pressure as dictated by 
the laws of nature in contrast to the calculated shape 
that, apparently, disregards this energy loss. 

9 A further refinement could be achieved on the 
mathematical image of the physical phenomenon that 
takes place in the UVT if the fact was recognized that the 
UVT paper - from which the test data was taken -
indicates wall pressures as sensed by piezometer holes 
with their centerline perpendicular to the axis of the tube. 
These pressures, consequently, indicate true static 
pressure only if the flow moves in a cylindrical section 
(like throat section) through a sufficiently long distance 
after a tube contour change. If this is not the case, the 
contour of the tube shall effect the magnitude in which 
the true local static pressure appears at the wall. 

• The paper seems to consider a Venturi Tube "well 
designed" if in it flow separation and vena contractae 
effects are small. A more proper term here would be 
"suitably designed" meaning a design that lends itself for 
accurate and reliable C calculation. 

9 At last, a few points are mentioned for correction and/or 
clarification: 

• P — Average static pressure. The paper should indicate 
how the average static pressure should be calculated to 
satisfy the requirements of the calc method. 

• Quote from Paper: "In general, an inlet tap can be 

located at a point where P , = P , . " How can this be 
achieved? 
The physical meaning of surface velocity ought to be 
explained {v*). 

8 The diverging recovery cone angle is 5 deg (Not 50,) See 
Pg. 6, Line 15. 

8 On Page 7 in lines 14 and 15, the terms laminar and 
turbulent regions are used without elaborating on what is 
meant by them here. 

R. P. Benedict2 

The author has contributed a useful paper on fluid flow 
meters which considers for the first time the effect of 

Westinghouse Electric Corp., Lester, Pa., Fellow ASME 

True Actual Rate of Flow 
True Idealized Rate of Flow 
Calculated by Flow Formula 

Actual Flow Mechanism 
Flow Mechanism Described 
by Flow Formula 
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fj=(S-Sj)/lj 

The 27V+2 unknowns jj and 5y-(y = 0,l, . . . . .,N) can be 
obtained by solving a set of 2N+2 linear simultaneous 
equations as follows: The boundary condition which 
prescribes the normal component of the velocity to vanish at a 
control point in each interval yields N linear equations, the 
condition of the first derivative to be continuous at the 
junction point and the two end conditions (namely, the 
conditions of the spline fit approximation) give N+1 
equations, and the condition which prescribes the flow rate 
through the venturi tube gives the last equation. Then, the 
surface velocity at any point is calculated by equation (Al). 

The accuracy of the calculation can be determined by 
examining whether the velocity at the wall surface induced by 
all the ring vortices coincides with equation (Al). If the 
required accuracy is not obtained, the number of intervals N 
in increased. In this study, the calculation was performed so 
that the difference between the induced velocity and the 
vortex density (equation (Al)) is smaller than 0.1 percent at 
the throat tap. 

D I S C U S S I O N 

D.Halmi1 

In view of the restricted space allowed for this discussion, 
subjects dealt with here are narrowed to points deemed most 
important for those who wish to use information from the 
paper or wish to refine its proposed discharge coefficient 
calculation method. 

The paper presents a method by which C can be calculated 
accurately for "well designed" short Venturi Tubes. To gage 
how well this goal is achieved, we ought to realize that due to 
the nature of the concept of C, and due to the way Cs are used 
(also because of the means by which knowledge is obtained 
about them), we should consider their values, shapes, and the 
inevitable uncertainties of gathering knowledge about them. 

The value of Cis defined as: 

True 
C, = C 

Value 

The true shape of C describes the change in single C, values 
in the function of some controlling parameters like 

C, versus Re; or 

C, versus Re versus P or 

C, versus Re versus j3 versus D, etc. 

The uncertainty is a calculated ± C value band that should 
contain the errors with the specified confidence level included 
in a determined C value or shape due to the execution of the 
method by which they were determined. 

Utilizing above clarification, the discusser puts forth some 
of his observations: R. 

• The calculations - for UVT's indicate no size effect (D) 
but some (3 and Re sensitivity. The UVT experimental me 

'Director Flowmetering & New Product Development, B. I. F. Industries, 
W.Warwick, R.I . 02893 

data - to the extent of its uncertainty band - verifies the 
size insensitivity but contradicts the j3 and Re sensitivity. 
Further work would be required either to disprove the 
indications of the experimental data or improve the 
mathematical image of C to make it agree with the results 
of the experiments. 

• C values and shapes have been determined by the calc 
method but no attempt is presented in the paper to 
calculate the uncertainties that belong to the determined 
C values and shapes. To develop such knowledge is 
indispensable if the calc method is intended to be used for 
C determination without flow calibration. 

8 The mathematical "image" could be (should be) refined 
by recognizing in it the energy loss that occurs as the flow 
moves through the tube. By adding this refinement to the 
calc method would eliminate the disagreement illustrated 
by Fig. 4(b) in the UVT's throat section. The test points 
indicate a lowering of the static pressure as dictated by 
the laws of nature in contrast to the calculated shape 
that, apparently, disregards this energy loss. 

9 A further refinement could be achieved on the 
mathematical image of the physical phenomenon that 
takes place in the UVT if the fact was recognized that the 
UVT paper - from which the test data was taken -
indicates wall pressures as sensed by piezometer holes 
with their centerline perpendicular to the axis of the tube. 
These pressures, consequently, indicate true static 
pressure only if the flow moves in a cylindrical section 
(like throat section) through a sufficiently long distance 
after a tube contour change. If this is not the case, the 
contour of the tube shall effect the magnitude in which 
the true local static pressure appears at the wall. 

• The paper seems to consider a Venturi Tube "well 
designed" if in it flow separation and vena contractae 
effects are small. A more proper term here would be 
"suitably designed" meaning a design that lends itself for 
accurate and reliable C calculation. 

9 At last, a few points are mentioned for correction and/or 
clarification: 

• P — Average static pressure. The paper should indicate 
how the average static pressure should be calculated to 
satisfy the requirements of the calc method. 

• Quote from Paper: "In general, an inlet tap can be 

located at a point where P , = P , . " How can this be 
achieved? 
The physical meaning of surface velocity ought to be 
explained {v*). 

8 The diverging recovery cone angle is 5 deg (Not 50,) See 
Pg. 6, Line 15. 

8 On Page 7 in lines 14 and 15, the terms laminar and 
turbulent regions are used without elaborating on what is 
meant by them here. 

R. P. Benedict2 

The author has contributed a useful paper on fluid flow 
meters which considers for the first time the effect of 
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nonuniform static pressures at the venturi throat on the 
discharge coefficient. 

Two questions are raised concerning Professor Inoue's 
analysis. The first concerns the author's equations (10). The 
Benedict-Wyler equations (6) show no B factor in the third 
terms of the denominators. Does the author have a basis for 
these additional terms? The second concerns the throat taps 
used in the experimental verification data. Were static tap 
corrections applied before comparing theoretical discharge 
co.efficients with measured discharge coefficients? The effect 
of such corrections is on the order of 0.5 percent on the 
discharge coefficient (see for examples: [4, 10, and 11]). 

Again, let me congratulate the author for his worthy 
contribution to the open literature. 

Additional References 
10 Benedict, R. P., "Generalized Fluid Meter Discharge Coefficient Based 

Solely on Boundary Layer Parameters," ASME Journal ofEngrg. for Power, 
Vol. 101, Oct. 1979, p. 572. 

11 Benedict, R. P., "The Plenum Inlet Discharge Coefficient for an ASME 
Nozzle," Flow Its Measurement and Control in Science and Industry, Vol. 2, 
1981, p. 363. 

Author's Closure 

The author wishes to thank Mr. Benedict for his bringing 
up key questions and to thank Mr. Halmi for his much ap­
preciated comments. 

The first question of Mr. Benedict is linked to definition of 
Reynolds number which refers to inlet condition in this paper. 
Namely, the equation (10) is derived by substituting the 
relation of 

ii,d ufi u, d Re 

R d= = . _ _ . = 
v v Uj D B 

into the original equation. 
The author agrees with Mr. Benedict that the tap size 

corrections are not negligible especially in the case of high 
Reynolds number if CD is calculated by a theory with zero tap 
size. However, one should remember that the present method 
is based on a combination of a potential flow consideration 
and an empirical viscous flow consideration. As the empirical 
relation was obtained in the flowmeters with finite tap size, 
the tap size corrections are included to some extent in this 
method. Therefore the corrections were not applied. 

The purpose of the paper is to consider the effect of 
nonuniform static pressure at the throat in the prediction of 
CD, but not criticize the universal value of the UVT proposed 
by Mr. Halmi. The B insensitivity of the UVT has been 
verified in this paper (see the description iii in relation to Fig. 
5). The Re sensitivity may be caused by using the generalized 
empirical equation (10), in spite of the existence of the ar­
tificial vena contractae in the UVT. However, it should be 
noted that the differences between the predicted and the 
universal values are small in comparison with the uncertainty 
band. The availability of the universal value of the UVT is 
accepted. 

The uncertainties can be estimated from the law of 
propagation of errors, equation (9) and equation (7). 

where 

eD: uncertainty of CD 

e v '• uncertainty of C v 

6/: uncertainty of C, 

e'~ dyi
 € ^ - c ' l - ^ ' ^ l - i S 4 ^ 

ey: uncertainty of y. 

In this method e, becomes 0.00006-0.0008 for B = 
0.25-0.75 providing that eT = 0.1 percent (see Appendix). 
Therefore, the eD is mainly dependent upon ev which is 
obtained experimentally. 

As to the other comments of Mr. Halmi, the author would 
like to emphasize again the basis of present method. One may 
use a more refined empirical or theoretical equation related to 
the energy loss as a viscous consideration. 

For the last points for clarifications, the author's answers 
are as follows: 

9 it is not necessary to calculate^, 
• the term p=Pi means the uniform inlet pressure, 
• the meaning of v* should refer to reference [5], 

and 

• the terms laminar and turbulent regions are on the basis 
of the equation (10). 

(• '50-diverging recovery cone angle' was a mistyping.) 
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Non-Newtonian Liquid Blade 
Coating Process 
A blade coating process for non-Newtonian liquids is presented using different air 
pressure applied at the inlet and the exit of the coating gap. The system consists of a 
coating blade to form a gap and a vacuum box to create different air pressures to 
permit coating a thin liquid film on an advancing plastic web. The solution consists 
of matching the boundary conditions of each subregion of the coating process. The 
calculated liquid film thickness as a function of the coating gap and applied air 
pressure difference agrees closely with experimental data obtained on a laboratory 
coating device. 

Introduction 
Two problems are encountered in thin liquid film blade 

coating; (1) parts manufacture and assembly require very 
close tolerances to assure a correct gap setting distance be­
tween the coating blade and the web surface and (2) large dirt 
and lint particles can be trapped between the blade and the 
web (Fig. 1). These conditions will give rise to nonuniform 
liquid films. Also, large particles caught at the gap can cause 
the tearing of thin webs. 

The most desirable way to overcome these two problems is 
to widen the coating gap and still obtain the same liquid film 
thickness. To achieve this, some forces have to be applied at 
the gap to support and thin the liquid in the widened gap. One 
way to supply a force to thin the liquid flow is to create a 
higher pressure at the exit of the gap and/or to create a lower 
pressure at the inlet of the gap. Since the web with the coated 
liquid film is moving, the baffle creating the pressure dif­
ference cannot completely be sealed. Thus, if a high positive 
air pressure is applied in the box, high speed air will leak from 
the exit baffle. The high speed air may generate waves on the 
surface of the coated liquid films. Therefore, it is an ad­
vantage to create a small vacuum at the inlet of the gap. When 
there is no pressure difference between inlet and outlet, the 
coated liquid film thickness is about one half of the coating 
gap for a shear dominated flow. When a vacuum is applied at 
the inlet side of the gap, it creates a force that pushes the 
liquid backward (Fig. 1). This action tends to thin the liquid 
coated on the web. On the other hand, if the exit pressure is 
less than the inlet pressure, the liquid will be pushed forward 
and a thicker film will be produced on the web. 

The objective of this work is to develop techniques which 
enable prediction of the coated non-Newtonian liquid film 
thickness as a function of coating gap and air pressure dif­
ference and to compare the results with experimental data. 

Theoretical and experimental work on entrainment of 
liquid films has been studied before and was reviewed by 
Tallmadge and Gutfinger [1]. Their work dealt with upward 
withdrawal of objects from liquid baths. Since then, some 

further work has been added. Tuntiblarphol and Tallmadge 
[2] studied length effects in short, flat withdrawal ob­
structions. They found that deviations from the long gap 
theory were relatively small. Lee and Tallmadge [3] measured 
meniscus shapes in withdrawal of flat sheets from liquid 
baths. Ruschak [4] studied the limiting flow in a pre-metered 
coating device theoretically in Newtonian flow. 

Theory 
The analysis discussed here is restricted to: laminar flow 

and wave free, homogeneous fluid; complete wetting and no 
slip at the wall; no shear at the liquid-air interface; constant 
temperature; and negligible inertial forces. 

Contributed by the Fluids Engineering Division for publication in the 
JOURNAL OF FLUIDS ENGINEERING. Manuscript received by the Fluids 
Engineering Division, April 25, 1980. Fig. 1 Sketch of coating process divided into four regions 
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From the assumptions made above, the coating process can 
be described conveniently by dividing it into four regions (Fig. 
1). The circular coordinates are used. Since the liquid film 
thickness is small compared with the radius of the supporting 
roller and no variation in roller curvature occurs, the 
equations simplify to the same form as for regular cartesian 
coordinates [5]. 

1. The region well below the coater blade: In this region, 
the film thickness hl is constant on the web surface. The 
pressure gradient and the surface tension are negligible and 
the flow equation reduces to 

d / du \ 

Yy{^)+^ = 0 (1) 

2. The region where the film is separating from the blade 
coater: This is a region of dynamic meniscus. The equation of 
motion is 

dy V 
du \ d 

^ ^ 7 ) +PSx + dy \ dy 

The curvature of the meniscus is 

1 d2h/dx2 

dx ( T ) - (2) 

(3) r {\+{dh/dx)2fn 

3. The region inside the gap: The flow equation inside the 
coating gap is 

dp d ( du \ 

-te=Ty\fl-dy-)+P8* ( 4 ) 

While the surface tension term is not shown in the equation, it 
will appear in the inlet and exit boundary conditions. 

4. The region near the coating walls: Here the flow effects 
are less pronounced, and the system can be described by the 
equation of capillary statics 

d2!/ds2 
-pgss 

nm'" (5) 

A solution to this problem can be obtained by a proper 
matching of these four regions. It should be recognized that, 
because of the approximate nature of both the subdivision 
and the matching procedure, one does not expect to obtain the 
exact solution. However, it is sufficient for practical pur­
poses. 

The boundary conditions for the moving film in regions 1 
and 2 are 

u = u 

du 

~dy~ 

at 

= 0 at 

y = 0 

y = h 

(6fl) 

{6b) 

N o m e n c l a t u r e 

The boundary conditions of the flow inside the gap, i.e., 
region 3, are 

« = «„ 

w=0 

at 

at 

y = 0 

y = h3 

(7) 

(8) 

The dynamic viscosities of the liquid were measured and 
can be generalized in a power law form for a non-Newtonian 
fluid 

M = Mo 
du 

(9) 

When n = 1, it is a Newtonian flow. If n is not an integer, the 
sign of terms with negative argument and fractional exponent 
is determined from Newtonian flow. 

Regions 1 and 2 can be matched together by using the 
steady state condition of equal flow rates in both regions. 

Qx=Qi (10) 

Integrating equation (1) with respect to y twice and 
satisfying the boundary conditions (6) yields 

"'^(-r^h"-^-^"] (u ) 

which gives 

G,=] 0 utdy 

and, 

(12) 

(13) 

>w;v/ 2n+l"' J 

From equation (2), one obtains the liquid velocity in region 2 
as 

Q=u„h0 

Equating equations (12) and (13), one finds h0 to be 

-h n 
•h. ~] 

n Vpgx 1 d ( a \ w"l 
u2 = u„+—— + — — ( — ) 

n + 1 L (i0 n0 dx \ r / J 
1 d 

fl+1 n+1 

|^2 " ~{h2-y) " J (15) 

and the flow rate as 

^•[-^[^^(T)]""*") (16) 

A = 

CltC2 = 
e,i = 

G = 

H 
h 

a variable, (dp/dx 
- P8x)/Ho 
integration constants 
subscripts, denote exit and 
inlet to the coating gap 
dimensionless thickness, 
A I ( P * , / « ) « S . ) I / , , + 1 

gravity constant in the 
direction of the x-coordi-
nate 
relative thickness, h2/h\ 
liquid film thickness 
coated liquid film thickness 

h-in = 

/ = 

the minimum spacing of 
coating gap 
liquid film thickness in 

u„ = 

n 
P 

Ap 
Q 

R 
r 
S 

static meniscus 
= viscosity exponent 
= liquid pressure 
= applied pressure difference 
= coating volume flow rate 

per unit width 
= coating roller radius 
= meniscus radius 
= dimensionless withdrawal 

speed, ii0ti1rhil-"/a 

X 
x,y 

1,2,3 

eA QB 

n 
Mo 
P 
a 

coordinate in static 
meniscus 
component of velocity 
web speed, or, coating 
speed 
dimensionless coordinate 
coordinates 
subscripts denote regions in 
1,2,3 
coater top angle 
coater bottom angle 
liquid viscosity 
liquid viscosity constant 
liquid density 
liquid surface tension 
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The flow rates g i and Q2 are substituted into equation (10) 
to yield 

a d d2hWdx2 

P8x 
Mo 

n + \ 

Ho dx [\+{dh2/dx)2?'2 

with boundary conditions 

] %2 " 3 

h2 = hu 
dh2 

~dx 

d2^ 

dx2 = 0 

(17) 

(18) 

at the matching line of the two regions. Equation (17) is a 
third-order differential equation in h2. Theoretically, it can be 
integrated numerically to express h2 as a function of*, hu 

uw, and liquid properties to satisfy the boundary conditions. 
Generally, hx is unknown unless it is measured. Therefore, an 
additional condition is necessary for matching regions 2 and 3 
to express h \, and hence h0, as a function of the coating gap 
and air pressure difference. 

Solving equation (4) with the boundary conditions (7) and 
(8), one obtains the liquid velocity in region 3 (see the Ap­
pendix for additional discussion). 

h-i (. n+\ J « + l 

and the flow rate 

•[Ah%+l]Un\ 
i J 

(20) 
2(/J + 1)(2« + 1 ) ' 

From equations (13) and (20), the mean coated liquid film 
thickness can be expressed as 

hoMl-w^rwJAh"+l]1/n] (21) 

Equation (21) offers one way to estimate the coated liquid 
film thickness if the pressure gradient and the gap width are 
known. 

Equation (21) can be rearranged into the form 

dp ( - ( n + l ) ( 2 « + l ) i r 1 2k 

(22) 

Integration of equation (22) with respect to x yields 

( H + 1 ) ( 2 « + 1 ) -
Pe-Pi = Pgx(Xe-Xj) + y 

1 

W>",/' 

•L?[ 
2h 

n+l 

h-, » 
ir]' dx (23) 

From the meniscus equation, we also have, 

pe-Pi = Ap-o( ) (24) 

The gap width h3 is a function of x, which varies as follows: 

for x<xA (Fig. 1) 

h3=h]0 +x2/2R+ (xA -x) tan 6^ (25a) 

for xA <x<xB 

h,=hw+x2/2R 

and for x>xB 

h3 =hM+x2/2R+ (x-xB) t a n 9 £ 

(256) 

(25c) 

The definition ofh3,hM, and he are also shown in Fig. 1. 
Equations (23)-(25) can then be used to estimate the exit 

meniscus curvature, l/re, which is the additional condition 
necessary for matching regions 2 and 3 to express the liquid 
film profiles as a function of the coating gap and air pressure 
difference. 

In the static meniscus region 4, the liquid is independent of 
the viscous force because it is nearly motionless. In this static 
meniscus region, the film profile can be obtained by in­
tegrating equation (5) with the same initial conditions for 
curvature and slope as in region 2. 

For certain liquids and web speeds, n, /i0, p, a, and uw are 
all known values. The inlet and the exit positions, x, and xe, 
which can be measured or estimated as done by Hwang [6], 
are functions of liquid pumping rate, pressure gradient, liquid 
properties, and web withdrawal speed. The exit position xe 

can be obtained from the exit gap width when the coater 
geometry is known. The exit gap width is a function of 
pressure gradient, withdrawal speed, and liquid properties. 

One way to estimate the exit gap width is from the Prandtl-
Hopkins exit conditions, i.e., 

*).-2) =o 
(19) which gives 

n + Y v ' -[(n + \)uwA]l/"+ihe+uw = 0 

(26) 

(27) 

%-Y 

For plastic and pseudoplastic liquids, the viscosities decrease 
with the shear rate. Therefore, the power law exponent n is 
less than unity, and equation (27) is a fractional algebraic 
equation. Equation (27) usually cannot be solved readily in 
closed form and numerical iteration is used. Once he is 
known, the exit position xe can be solved from equation (25). 

Meniscus Profile. The complete liquid film profile is ob­
tained by solving equations (5), (17), and (23) and matching 
their boundary conditions at interfaces. 

It is convenient to solve equation (17) in dimensionless 
form, which can be done by using the following dimensionless 
groups as used by Gutfinger and Tallmadge [7]: 
Dimensionless thickness: 

G - ' " ( ^ ) - ' 
(28) 

Dimensionless withdrawal speed, capillary number, or the 
ratio between viscous force and surface tension: 

S = li0u"wh1
l-"/o (29) 

The dependent variable - relative thickness: 

H=h2/hx (30) 

Independent variable - dimensionless coordinate: 

' 2 n + l \ " T ) / 3 

*-[(nr)Tir (31) 

Substituting equations (28) to (31) into equation (17), one 
obtains 

d cPH/dX2 

dX 

[ ' • [ (nr)T <"«H: 
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II -1- 1 

= \l-H+-^—G " ]"/H1"+i-(~^~)" G"+1 (32) 
L 2 n + l J V 2 « + l / 

with the boundary conditions 

H= 1, dH/dX=d2H/dX2=0 

x AND • EXPERIMENTAL 
RESULTS 

(33) 

at the interface of regions 1 and 2, Xn. 
If the boundary conditions at the interface of regions 2 and 

3, i.e., x2i, are known, equation (32) can be integrated from 
there down to the interface of regions 1 and 2. Since these 
boundary conditions are not known, it is necessary to use the 
boundary conditions (33) and integrate equation (32) from 
XX2, which can arbitrarily be chosen as Xl2 = 0 to X2i where 
the curvature is to be matched with the solution from region 
3, i.e., the solution of equation (23) by assuming r, = 0.5/;,. 
This matching region is in the range of thickness that is large 
compared with the coated liquid film thickness ha. 

Equation (32) was integrated by a four-point extrapolation-
interpolation method which uses Falkner extrapolation 
formulas and Adams interpolation formulas. 

Figure 2 shows examples of the liquid film profile with 
different applied pressure differences. Figure 2 shows the 
results for a 0.23 mm gap with different air pressure dif­
ferences as indicated on the curves. At a low pressure dif­
ference, the shear force is the major force acting in the gap 
and, therefore, the web pulls more liquid with it to the exit 
side of the coater blade. When the applied pressure difference 
is increased, the pressure difference becomes more important 
and the liquid is pushed upward to inside the gap. If the 
pressure difference is too high, air will be pushed through the 
gap and the coated liquid film bursts and becomes 
nonuniform. 

As equation (32) is integrated from X = 0 (where H = 1) 
upward to X2i, the film thickness H increases and the radius 
of curvature re decreases. When X is close to X2J, Hincreases 
rapidly and re reaches a limit for the examples given. The film 
thickness H cannot be greater than the exit gap He\ therefore, 
the integration is stopped at the point before H becomes 
greater than He. The exit meniscus radius re decreases with 
increasing of pressure difference and coating gap width. 

Liquid Film Thickness as Function of Pressure and Gap. 
The pressure gradient and gap width are the two most im­
portant factors to influence the coated liquid film thickness. 
In experiments, it is easy to measure the pressure difference 
but not the pressure gradient. Therefore, we express liquid 
film thickness as a function of pressure difference and gap 
width. For a certain coater at specified coating conditions, the 
coating length is a function of pumping and coating rates and 
time. To achieve continuous uniform films at the beginning of 
coating, the liquid is usually slightly overpumped. At steady 
state there is no over-pumping; the coating length AX = {Xe 

— X,) is a function of pumping rate only and independent of 
time. The coating length at the lowest pumping rate to obtain 
a continuous film is a function of pressure difference and gap 
width. The results based on 89 mm/s web speed at steady state 
are shown in Fig. 3. These are obtained from equations (20) 
and (21) with known n, h3. u , and Q3 which can be measured. 

The results show that, for a certain gap width, the liquid 
film thickness decreases as the vacuum is increased. At 
moderate vacuum, film thickness stays constant for a certain 
range of vacuum. And as the vacuum is further increased, the 
liquid film thickness increases before it bursts. 

As has been shown before, at low vacuum, the viscous force 
is the dominant force inside the gap. The shear force pulls the 
liquid down from the gap to the exit side and produces a 
thicker coated film on the web. As the pressure difference is 
increased, it gradually becomes important and pushes the 
liquid up into the gap. This action is similar to an air knife 

0.25 0.50 

LIQUID FILM THICKNESS (mm) 
Fig. 2 Liquid film profiles with different vacuum for a 0.23 mm gap 

E 
E 
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Fig. 3 Liquid film thickness based on the minimum pumping rates 

thinning the liquid moving with the web. If the vacuum is 
further increased, the differential pressure will exceed the 
value which the liquid film can support and liquid will blow 
through the gap. Just prior to air blow through, the air stream 
tends to push through along the stationary coater surface; 
therefore, an increase in liquid thickness is observed. When 
the air leaks through the gap, a normal liquid film will not be 
formed. Instead, a pattern characteristic of such instabilities 
is formed in the liquid film. 

Experiments 

Liquid Viscosity. The viscosities of the mineral oil-based 
liquid that we used were measured with a Haake 
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Rotoviscometer. These liquid viscosities can be expressed in 
the form of equation (9). The viscosity constants are n0 = 
0.869 and n = 0.468, which give the liquid viscosities in units 
of pascal-second for shear rates from 10 to 400 s _ 1 . The 
difference between equation (9) and the experimental results is 
of the order of + 4 percent for shear rates between 10 and 200 
s~' and ( - 1 3 percent) for shear rates between 200 and 400 

Meniscus Profiles and Coated Film Thickness. The cross 
section of the device for the experiments is similar to the one 
sketched in Fig. 1. The fixture consists of a liquid container, a 
delivery-metering fluid pump, a fluid distribution top plate, a 
coater blade, and a receiving web substrate with back-up 
roller. In addition to these components, a suction air blower is 
connected to the vacuum box to create a vacuum at the inlet 
side of the gap. The coating roller is a precise 49mm diameter 
steel roller. The coater blade has a smooth and straight edge 
with a 0.64mm thickness at the lip. Liquid is supplied by the 
pump to the coater blade and is coated on an advancing 
plastic web (0.025mm thick) which is wrapped over the 
coating roller. The width of the coated liquid film on the web 
for these experiments was 220mm and web speed was kept at 
89mm/s. 

The profiles of the exit menisci were taken photographically 
by using a series of lenses and mirrors. The surfaces of the 
coater wall, web, and meniscus were obtained by a slit double-
exposure technique. The surfaces of the bottom face of the 
coater and the web were photographed prior to coating. A 
second exposure was made at one to two seconds later while 
the coating was in progress for photographing the profiles of 
the exit menisci. The meniscal shapes were then traced from 
slides projected to approximately 90X of actual size. From the 
photographs the profiles of the exit menisci were obtained. 
Two typical results of enlarged meniscus profile are shown in 
Fig. 2. Comparison of the experimental and theoretical results 
at vacuums of 274 pascal and 568 pascal can be seen from the 
figure. They are very close. 

The experimental results of liquid film thickness shown in 
Fig. 3 are based on the lowest pumping rates to obtain con­
tinuous films. The liquid film thickness is obtained from the 
volume of the liquid pumped and area of the coated liquid 
film. At a constant pressure difference, if the pumping rate is 
increased, the pressure gradient is decreased. The film 
thickness will then increase and the film has less tendency to 
become irregular. The uncertainty of experimental data is ± 5 
percent for both Figs. 2 and 3 as determined from averaging 
the data. 

Conclusions 

Theoretical aspects of the pressure differential blade 
coating system have been studied and compared with ex­
perimental results. Good agreement is observed. As the 
applied pressure difference is increased, the exit point of the 
coating process is pushed inside the coating gap, and the 
coated liquid film is thinned. The latitudes of applied pressure 
difference and coating gap width are highly encouraging. The 
coated liquid films are continuous and have straight leading 
and trailing edges. 

The system is capable of achieving gap/film ratios ranging 
from about 2 to 7, while the gap/film ratio in blade coating 
shear dominated liquids without pressure difference is about 2 
[6]. Hwang [6] showed that the coated liquid film thickness 
equals half of the coating gap plus a small term which in­
creases with liquid surface tension and the gap and decreases 
with liquid viscosity and web speed. It is different to dip 
coating where the coated film thickness always increases with 
the speed. At large gap/film thickness ratios, it will 

significantly relax the part manufacturing tolerances and 
avoid the trapping of large particles at the gap. The system is 
quite insensitive to different formulations of liquid at normal 
operating conditions. 

Acknowledgment 

The author wishes to thank C. Abreu, D. Hoesly, and E. 
Jackson of Xerox Corporation for their assistance in making 
the experiments possible. 

References 

1 Tallmadge, J., and Gutfinger, C , "Entrainment of Liquid Films," lnd. & 
Eng. Chemistry, Vol. 59. No. 11, 1967, pp. 18-34. 

2 Tuntiblarphol, M., and Tallmadge, J., "Length Effect in Short, Flat 
Withdrawal Obstructions," lnd. Eng. Chcm. Process Des. Develop., Vol. 10, 
No. 3, 1971, pp. 353-356. 

3 Lee, C , and Tallmadge, J., "Meniscus Shapes in Withdrawal of Flat 
Sheets from Liquid Baths. Dynamic Profile Data at Low Capiliary Number," 
lnd. Eng. Chem., Eundanu, Vol. 13, No. 4, 1974, pp. 356-360. 

4 Ruschak, K. J., "Limiting Flow in a Pre-metered Coating Device," 
Chemical Engineering Science, Vol. 31, 1976, pp. 1057-1060. 

5 Schlichting, H., Boundary Layer Theory, McGraw-Hill, New York, 1960, 
p. 112. 

6 Hwang, S. S., "Hydrodynamic Analyses of Blade Coater," Chemical 
Engineering Science, Vol. 34, No. 2, 1979, pp. 181-189. 

7 Gutfinger, C , and Tallmadge, J., "Films of Non-Newtonian Fluids 
Adhering to Flat Plates," A.I.Ch.E. Journal, Vol. 11, No. 3, 1965, pp. 
403-413. 

A P P E N D I X 

Integration of Equation (4) 

The flow equation of the liquid around the gap is 

dp 8 / du} \ 

^ = a~y\^)+P8x (4) 

Substituting equation (9) into equation (4) and integrating 
equation (4) with respect to_y yields 

OHiY =}-(?£-- ) +c 
dy ' no \ dx v 

(du3 

\ dy 
(AD 

3M3 

~dy 
= {Ay + Cx) \/n (A2) 

Integration of equation (A2) with respect to y again yields 
/ l + l 

" 3 = ^ T \ (Ay + C{) •> + C2. n + 1 A 
(A3) 

Applying the boundary conditions (7) and (8) into equation 
(A3), one can solve for the integration constants C, and C2 

from 

n+l 
n 1 

n + \ A 

0= - " - r - (Ah}+C{) " +C2 

(A4) 

(A5) 
n + l A 

From equations (A4) and (A5), the equation to solve for C, is 

n + l n+l , 
C, (Ah3+Ci) " = Auw. (A6) 
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Obviously, C, cannot be solved analytically except when n 
equals unity, which is the case of Newtonian fluid. 

The liquid velocity in the gap can be solved by an alternate 
approach. Instead of using equation (A2), if we approximate 

bU±--(Ay)y» + C{ (A7) 

fl3 L n+1 J 

C{=uw. 

Substituting C{ and C{ into equation (A8) gives 

ui/n 

then 

- r - = W ) +<-, \t^n v r n 

dy •u,=uw-^\uK+~(Ahi"^) 
«3 L «+l 

u^-l-^Ay^+Cty + Ci. (A8) + ^(Ay»+^. (A10) 
n + l A 

When n equals one, the results of equations (A3) and (A10) 
Applying the boundary conditions (7) and (8) to solve for C{ are exactly the same. For n = 0.5, the difference in Q3 based 
and C{, one obtains on these two methods of determining t/3 is about 18 percent. 
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R. I. Loehrke

A Controlled Buoyant Jet for
Enhancing Stratification in a
Liquid Storage Tank

Mechanical Engineering Department,
Colorado State University,
Fort Collins, Colo. 80523

An inlet manifold is described for introducing liquid ofarbitrary temperature into a
tank without destroying pre-existing stratification. This manifold may be described
as a controlled, buoyant jet. A one-dimensional, analytical model of the manifold is
developed. The predictions of this model are compared in a qualitative sense, with
the results of flow visualization experiments. Quantitative comparisons are also
made with the results ofthermal tests of the major components of the manifold.

a) Warm water entering cool tank b) Cool water entering warm tank

Fig.1 Water entering tank near upper surface through inlet chamber
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Introduction

Under certain circumstances it may be desirable to store
liquids of unlike composition or unlike temperature in a single
tank. Sharp and Loehrke [I], for example, predict a
significant improvement in the performance of solar heating
and cooling systems using sensible heat storage in water if
thermal stratification can be maintained in the storage tank.
One of the key components in a storage tank designed for
stratification enhancement is an inlet which will introduce
water into the tank with minimum mixing between fluids of
unlike temperature.

A fixed inlet location is acceptable if the temperature of the
water entering the tank is always at or beyond the storage
temperature extremes. Warm water, for example, would be
introduced near the top of a cool tank. This situation is
illustrated in the photograph Fig. l(a). Warm water, colored
with dark dye, enters from the left into an inlet chamber
consisting of a vertical segment of transparent pipe. The
horizontal momentum of the incoming fluid is reacted by the
pipe wall and net vertical momentum is imparted by buoyancy
forces. The warm fluid rises and spreads out beneath the free
surface at the top of the tank with little mixing.

It is not always the case, however, that the temperature of
the incoming fluid is beyond the storage temperature ex­
tremes. Net energy collection may be realized in a solar system
with a stratified storage tank even though the water returning
to the tank from the collectors is cooler than the water stored
at the top of the tank. Under such conditions, liquid in­
troduced at the top of the tank will flow downward, mixing
with the surrounding fluid, until some equilibrium level is
reached. The turbulent mixing which can occur in this
situation is illustrated in Fig. l(b) by the expansion of the
colored, negatively-buoyant jet issuing from the bottom of an
inlet chamber positioned near the top of a tank. This mixing
is, of course, detrimental to the pre-existing tank
stratification.

A means to inhibit this mixing, and hence enhance

Contributed by the Fluids Engineering Division for publication in the
JOURNAL OF FLUIDS ENGINEERING. Manuscript received, by the Fluids
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Fig.2 Rigid, porous distribution manifold
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stratification, was demonstrated by Loehrke, et al. [2]. They 
showed that mixing could be significantly reduced by en­
closing the vertical jet in a porous shroud. Their vertical 
distribution manifold produced, in effect, a controlled 
buoyant jet. The purpose of this paper is to present a simple 
model of the operation of that manifold which can be used to 
identify the design parameters. The major features of the 
model are corroborated by experiment. 

The Distribution Manifold 

A schematic drawing of a porous distribution manifold is 
shown in Fig. 2. It consists of two parts: an inlet chamber and 
a porous section. The inlet chamber may be located at any 
vertical position with porous sections both above and below, 
but for this discussion the orientation shown in Fig. 2 will be 
assumed. The horizontal momentum of the incoming fluid is 
reacted by the walls of the inlet chamber and vertical 
momentum is imparted to the fluid. If the incoming liquid is 
sufficiently warmer than the surrounding tank liquid it will 
rise to the top of the tank as in Fig. 1(a). If it is sufficiently 
cooler than the liquid at the top of the tank it will descend into 
the porous section. This is the condition shown in Fig. 2. The 
function of the porous section in this case is to inhibit mixing 
between the manifold and tank fluids until the level is reached 
at which the density of the two fluids match. The shaded areas 
in Fig. 2 represent incoming liquid flowing down the porous 
section and entering the tank just above z3. Below z3 and 
above z, the tank and manifold fluids are assumed to be in 
equilibrium. Separate models were constructed for the inlet 
chamber and porous section. These are described in the 
following sections. 

The Inlet Chamber 

In the absence of buoyancy forces the incoming fluid will 
emerge from both the top and bottom of the inlet chamber at 
equal flow rates. The relative rates are biased by buoyancy 
effects. If the chamber is tall enough, then buoyancy forces 
may be sufficient to cause all of the flow to exit through one 
end or the other. That is the situation shown in Figs. 1 and 2. 
An estimate for how tall the chamber must be for unidirec­
tional flow can be obtained from momentum considerations. 
A simple, one-dimensional analysis of the inlet chamber, in 
which friction and entrainment across the density interface at 
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Fig. 3 Vertical temperature profiles down the center of an annular 
inlet chamber. Cool water entering warm tank. (Uncertainty in overall 
temperature difference = ± 0.2°C, in z - z0 = ± 0.1 cm, in m = ± 
0.50 kg/hr.) 

z, are neglected, indicates that the height to which the cool 
incoming water must rise to drive the downflow when the 
pressures in the tank and in the manifold at level z2 are equal 
is given by 

1 / m2\
2 1 

g V p2A / p2 

If p,(z) = p, = constant between z, and z2 this reduces to 

h = z2- (z)dz. (1) 

N o m e n c l a t u r e 

A = cross-sectional area of manifold 
A0 = open area of porous wall 
A* = dimensionless manifold area 
As = dimensionless state parameter =/omjn/p2 

Bs = dimensionless state parameter = 
&(Tm!a - Tmm)(Pmm/Pi) 

cp = specific heat 
CD = discharge coefficient 

2fL 
Cj = dimensionless friction parameter = —-

Cn = dimensionless wall permeability dimensionless 
parameter 

L dA0 
= V2CD-

A dz 

= dimensionless density parameter 
gLA2pj 

D = hydraulic diameter of manifold passage 
/ = friction factor 
F = friction force per unit length of manifold 
g = acceleration of gravity 

h = (z2-z,)inFig.2 
L = length of porous section, (z4 - z2) in Fig. 

2 
in = mass flow rate through manifold 
M = dimensionless mass flow rate 
p = pressure 
P = dimensionless pressure 
T = temperature 

Tmax = maximum tank temperature 
T'min = minimum tank temperature 

z = vertical coordinate 
£o> Z\,Zi,Z}, Zt, = vertical positions in tank, Fig. 2 

Z = dimensionless distance 
(3 = state constant 
d = dimensionless temperature 
p = density 

Pmin = water density at Tmin 

p = dimensionless density 

Subscripts 

t = conditions in tank 
1,2,3,4 = evaluated at locations z!, z 2 , z 3 , z 4 
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Fig. 4 Location of interface in annular inlet chamber. (Uncertainty in h 
= ± 0.5 cm, in m = ± 0.50 kg/hr.) 

h--
(m2/A)2 

(2) 

where Ap = lp2 - p, I. Although the tank density profile and 
the manifold inlet conditions may change with time the rate of 
change is slow enough, in the applications described earlier, 
so that a steady state analysis is appropriate. The pressure in 
the manifold at z2 is determined by the flow conditions in the 
porous section. A model for predicting this pressure and 
techniques for controlling it are described in the next section. 
At this point, however, the one-dimensional model of the inlet 
chamber can be evaluated by reviewing tests which were 
performed without a porous section attached so that the 
pressure in the inlet chamber at z2 was known to be identical 
to that in the tank at this level. 

A number of inlet chambers ranging in diameter from 2.5 
cm to 10 cm have been built and tested. Vertical temperature 
profiles measured in one of these chambers are shown in Fig. 
3. In this test cool water was introduced into a warm tank. 
The temperature in the upper section of the chamber is 
uniform and equal to the tank temperature. A relatively sharp 
interface between warm and cool water is detected with large 
temperature fluctuations at and below the interface. This 
interface rises as the flow rate of water into the chamber is 
increased. With a fixed flow rate the interface remains 
stationary indicating that there is a downflow of warm water 
from the tank through the inlet. The water issuing from the 
bottom of the chamber is noticeably warmer than the water 
being pumped into the chamber at the two lower flow rates 
shown in Fig. 3 because of this downflow. 

An estimate for the distance h was obtained from a series of 
profiles such as those shown in Fig. 3 for a range of flow 
rates. The results are plotted in Fig. 4. The circle symbols 
represent data plotted against the flow rate of the incoming 
cool water. These points lie above the prediction of equation 
(2). This is because the actual mass flow being accelerated 
downward includes warm water entrained across the tem­
perature interface. The magnitude of this entrainment flow 
rate was determined from mass and energy balances on the 
inlet chamber and the measured inlet and outlet temperatures. 
The square symbols represent the same measurement for h 
plotted against total flow rate leaving the bottom of the 
chamber. These points are in good agreement with theory. 

The experiments indicate that the simple, one-dimensional 
model of the inlet chamber is adequate providing that en­
trainment across the density interface is accounted for. This 
entrainment is, however, difficult to predict. It depends on the 
construction details of the chamber and on the flow con­

ditions. The best performance, i.e., minimum entrainment, 
was obtained from among several inlet chamber con­
figurations tested, with the annular, radial inflow chamber 
shown in Figs. 1 through 3. The entrainment flow rate ap­
proaches zero for this chamber as the temperature interface 
approaches the top of the chamber. Thus, equation (2) can be 
viewed as a sizing relation which specifies the required inlet 
chamber diameter to ensure that cool water does not spill out 
the top of an inlet chamber of a given height. This sizing must 
be done for some specified flow rate and minimum density 
difference. 

The Porous Section 

The function of the porous section of the manifold is to 
prevent mixing between the downflowing cool water and the 
surrounding tank water until the level is reached at which the 
temperatures of the two fluids match. To accomplish this the 
wall perforations must be small enough to inhibit shear-
induced turbulent mixing and the pressure difference across 
the perforations must be zero to prevent inflow or outflow 
until the equal density level is reached. The following analysis 
is directed at the second requirement. 

The three basic assumptions of this analysis are that the 
flow down the porous section is steady and one-dimensional 
and that the temperature of the downflowing water is changed 
only if there is net inflow of tank water into the porous section 
due to a difference between the tank and manifold pressures. 
The one-dimensional differential momentum equation for the 
fluid within the manifold is 

dp_ 

dz 

while in the tank 

-pg-

dp, 

dz 

F 1 d 

A dz 

/ m2 \ 

V^A) 

-p,(z)g. 

(3) 

(4) 

To prevent inflow or outflow through the porous walls these 
pressure gradients must be matched for the specified p, (z) • 
Equation (3) suggests that the pressure gradients may be 
matched for a specified tank density profile by either tailoring 
the frictional characteristics of the manifold F(z) or the 
cross-sectional area A {z). The former approach was adopted 
in the rigid, porous manifild (RPM) which will be discussed 
first while the latter approach was used for the flexible porous 
manifold (FPM) which will be discussed later. 

Analysis of Rigid Porous Manifold 

In the RPM the area of the porous section is constant and 
the frictional properties are selected for a particular set of 
conditions. In the following analysis the resistance will be 
modeled as a continuous function of vertical position 
although in practice the desired resistance function may be 
approximated by discrete resistance elements. Equations (3) 
and (4) are sufficient to specify the F{z) required to prevent 
flow through the perforations provided p > p,. This 
requirement is 

F{z)=gA(p-p,(z)) (5) 

Additional relationships are required if m is not constant, as 
in off-design operation, and when p = p, and outflow into the 
tank is desired. 

Continuity dictates that the amount of increase or decrease 
in the flow rate inside the manifold be balanced by the 
amount of inflow or outflow of fluid through the per­
forations. The inflow or outflow in turn may be related to the 
pressure difference across the porous wall yielding 
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Fig. 5 Predicted RPM manifold performance. Intermediate tem­
perature water entering a tank with stair-step stratification. C0 = 5, C, 
= 2 and C„ = 3526. 

d(p, -p) if m ' 1 d(m2 /p) 
* ZU 2 +#(p , -p ) (9) p A2 dz 

Equations (6) through (9) are the governing differential 
equations for the operation of the rigid, porous manifold 
which are to be solved subject to the following boundary 
conditions: 

atz = z 2 (TopofRPM) 

T = r, 

m = m7 

lj° Pi 

and at z = z3 

either z2<Zi<Z4 p=p,,m = Q 

orz3 = z4 (bottom of RPM) p = p,,m^Q 

The last boundary condition says that either all of the flow 
leaves the manifold through the perforated sidewall and an 
interface exists below which the flow rate is zero or else some 
of the flow exits through the bottom. These equations and 
boundary conditions were recast in dimensionless form by 
defining the following variables: 

M=m/m2,Z— z-z2 z-Zi 

P= (Pi-P) 
m\/p1A

1 

z4-z2 

,p = p/p2,8 = 
T-T 
J J m 

T — T 
± max -* m 

The resulting dimensionless governing equations are: 

din 

~~dz~ 

CD-4lp,4pt—p—;—, inflow 
dz 

dA0 

(6) 

— CD V2pV/> —p, —-—, outflow 
dz 

The form chosen for the relationship between pressure dif­
ference and flow rate has been verified by experiment to be 
appropriate for the range of flow rates and geometries to 
which this analysis has so far been applied. The open area of 
the porous wall is treated as a continuous function of position 
in the analysis. In practice, this area has taken the form of 
circular holes uniformly distributed over the surface of the 
manifold and the derivative shown in equation (6) was 
assumed constant at an average value. 

A combination of the energy and continuity equations for 
the manifold yields 

d(mT) dm 
+ Tr dz dz 

(7) 

where variation of heat capacity with temperature is 
neglected. Heat transfer through the manifold wall has been 
neglected to simplify the formulation of the problem. For 
some applications this simplification may not be justified and 
an additional parameter will arise. 

For the outflow case T and p are constant. For the inflow 
case they may change and an equation of state is required to 
relate these variables. The linear relation 

P=Pmi„(i-/3(r-:rmin)) (8) 

is adopted. If equation (3) is subtracted from equation (4) and 
F/A is replaced by the more conventional form for flow in a 
duct 

2 / m2 

DA2 p 

the momentum equation becomes 

dM _ r+VCo^p , P > O 
dz \-yl-C0

2pP , P < 0 
(10) 

dB 

dZ 

.6,-6 dM dM 

~~M~ ~dZ~'~d~Z~ 

dM n 

0, —^r <0 

>0 

dP 

~dZ 

„ (M2\ IM\ 

dZ 

p = As-Bs 

dM 

dZ 

d6 (M\l dd 

The boundary conditions become: 

(11) 

(12) 

(13) 

at Z = 0 

~M = 1 

= e. (14) 

- P = 1 

and either 0 < Z < 1 P = 0, M = 0 

or Z = l P=0, M*0. 

The most important parameters in the model analysis are Cf 

and C0. Cf is a measure of the flow resistance within the 
manifold, whereas C0 is a measure of the permeability of the 
porous wall. These two parameters may be varied by the 
designer to tailor the operation of the manifold to a particular 
application. The area of the manifold and therefore the 
parameter Cp will be set by the design of the inlet chamber. 

Numerical solutions to this nonlinear system of equations 
were obtained using a shooting technique and continuation 
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Fig. 7 A rigid porous manifold
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procedure (3). The mass flow rate, temperature and density at
the top of the manifold are assumed known. A value for the
pressure is guessed and the equations are integated in a
downward direction until the last boundary condition is
satisfied. If it is not satisfied anywhere along the length of the
manifold a new pressure is guessed and the procedure is
repeated.

Results of the Analysis

The results of a typical analysis are plotted in Fig. 5. In this
situation the tank is stratified with warm water in the upper
half and cool water in the lower half. Water enters the
manifold at the average tank temperature. The constant
values chosen for Co and Cf are lower than optimum. In the
upper portion of the manifold the tank pressure exceeds the
manifold pressure so that P > 0 and tank water is entrained
into the manifold causing M and () to increase. The pressure
difference reverses about 1/3 of the way down the manifold
and fluid is ejected from the manifold. The rate of change of
the pressure difference is discontinuous at Z = 0.5, the
location of the thermocline. The pressure difference P and
manifold flow rate M both go to zero at Z = 0.7. Below this
point the manifold contains stationary liquid at tank tem­
perature. The variable dM/ dZ is the entrainment flow rate per
unit length of manifold. Beyond Z = 1/3 water is expelled
from the manifold, dM/dZ is negative and () remains con­
stant. The entrainment of warm tank water into the upper
portion of the manifold can be minimized by increasing Cf' In
fact, since PI is constant in the upper half of the tank equation
(5) can be used to calculate that Cf = 10 will completely
eliminate entrainment.

The effect of sidewall permeability variation on the
manifold performance with this value of Cf is shown in Fig.
6. As the permeability is increased the water emerges from the
manifold over a narrower band. Ideally, the intermediate
temperature water would emerge in a horizontal sheet at Z =
1/2. For the manifold parameters modeled here, however,
little improvement is obtained by increasing Co beyond 20.

Comparison With Experiment

Qualitative and quantitative confirmation of the analytical
model was obtained with manifolds ranging in diameter from
1.25 cm to 10 em in tanks ranging in capacity from 0.03 m3 to
2.3 m3 with flow rates ranging froni 10 kglhr to 2000 kg/hr.
Flow visualization tests were performed in a 0.23 m3 Plexiglas
tank with a 3.8 em diameter Plexiglas manifold. In the ex-
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Fig. 8 Measured water temperatures In the tank and comparison
between predicted (line) and measured (square symbols) water tem·
peratues in the manifold. iii = 1270 kg/hr, Tmax - Tmin = HOC, Co =
4, C, = 20 and Cp = 9190. (Uncertainty In measured 8 = ± .015, in Z =
± .003.)

periment shown in Fig. 7(a) cool water was introduced into a
tank containing warm water. The cool water entered an inlet
chamber and was accelerated downward through the porous
section to the bottom of the tank. Contrast the appearance of
this negatively buoyant, shrouded jet with that of the free jet
shown in Fig. I(b) under similar conditions. In the experiment
pictured in Fig. 7(b) the tank was stratified with a step change
in temperature at midheight. Water was introduced into the
manifold at the average tank temperature. The conditions are
similar to those used in the analysis presented in the previous
section and so are the results. The interface between the dyed
incoming fluid in the manifold and the clear cooler fluid in the
bottom of the porous section is quite distinct. The incoming
water entered the tank near the thermocline through the holes
in the side of the porous section.

A quantitative check of the theory was obtained through
experiments conducted in a 2.3 m3 steel tank with a water
depth of 2 m. The manifold for this tank was constructed
from 10 em dia. PVC pipe perforated with 2.5 cm dia. holes.
A central rod running the entire 178 em length of the porous
section was used to support 22 equally spaced circular disks.
These disks formed annular orifices which restricted the
downflow and produced a suitably high Cf' The actual values
of Co and Cf were determined from experimental
measurements. The values obtained were close to those
estimated using standard orifice equations. Full details of
these experiments may be found in reference [4].
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where

(15)

(16)

dA _FpA L pg(p-PI(z» 3
di - ------;;;z - fn2 A

In terms of dimensionless variable Z = Z'-Z2/L and A*
A/A2, whereA 2 = A (zz), this becomes

dA* =[pFLA2 ]A*2_[ ,(P-PI)A22L]A*3
dZ fn2 pfi, fn2

In general PI may be a function of Z and F may depend on
both Z and A *. In many applications the friction parameter
pFLA 2/fn2 = Cf2 will be small. For negligible friction and
constant tank density equation (16) may be integrated to give

A* = [1 +2Ca Z]-V>

b) Water at intermediate
temperalure entering slral·
ifiedtank

a) Cool water entering warm tank

Fig. 9 A flexible porous manifold

Vertical arrays of thermocouples were used to monitor the
temperature of the water in the manifold and in the tank. The
tank temperature variation was found to be essentially one­
dimensional. For the experiments described here the top of the
inlet chamber was blocked when cool water was introduced so
that the flow rate of the water descending into the porous
section was known to be equal to the measured inlet flow rate.

The results of one experiment run to check the theory are
shown in Fig. 8. In this experiment that tank was partially
charged with warm water creating a diffused, step-like
stratification. After the thermocline reached the center of the
tank the charging was terminated and cool water taken from
the bottom of the tank was simply recirculated back to the
tank through the manifold. The data shown in Fig. 8
represent the conditions twenty minutes after the beginning of
recirculation. The inlet temperature was somewhat higher
than the temperature at the bottom of the tank due to a slight
heat addition in the external plumbing. The flow rate entering
the manifold was 1270 kg/hr and the overall temperature
difference from the bottom to the top of the tank was l7oe.
These represent off-design conditions for this particular
manifold. Specifically, Cf is too low to prevent inflow of
warm water into the porous section near the top. This inflow
raises the temperature of the water descending down the
manifold. The theory predicts this rise in temperature. It also
accurately predicts the lower extent of the outflow region as
indicated by the temperature drop in the lower portion of the
porous section.

Flexible Porous Section

In the discussion following equations (3) and (4) it was
pointed out that the matching in pressures between the tank
and manifold fluids could be accomplished by providing an
appropriate manifold area distribution A (z) for a specified
tank density profile PI (z). In fact, if the walls of the porous
section are constructed of a flexible material the appropriate
A (z) will be automatically formed for any PI (z). Inflow is
not possible for an idealized, perfectly flexible porous
manifold since a positive value for PI-P cannot be sup­
ported. Instead, the walls collapse to modify the cross­
sectional area and force a pressure balance. Outflow can
occur however after the flexible porous section has extended
to its maximum diameter. Since inflow is not possible the
temperature and density of the fluid within the manifold
remain constant and the analysis is relatively straight­
forward. If P > PI then the criterion, analogous to equation
(5) for the RPM, which must be satisfied for the FPM to
prevent inflow is obtained by equating (3) and (4) with fn and
P set constant. This gives

This area variation would result if the entire tank contained
fluid at a uniform density lower than that of the incoming
fluid. The cross sectional area of the flexible porous sleeve
should contract continuously to maintain conditions of zero
inflow. This is the shape approximated by the flexible porous
manifold shown in Fig. 9(a). This manifold was constructed
by attaching a sleeve of limp nylon fabric to the bottom of an
inlet chamber. The sleeve was also fixed at one point on the
lower end to maintain the vertical orientation of the manifold
and prevent any entrained air from lifting the flexible porous
section to the water surface. The dramatic reduction in mixing
inferred by the comparison between the flow illustrated here
and that shown in Fig. 1(b) for similar conditions is confirmed
by the enhancement of stratification reported in reference [2].
The expanded size of the flexible porous section is shown in
Fig. 9(b) where intermediate temperature water is being in­
troduced into a stratified tank through the porous sidewalls.

Concluding Remarks

The concepts outlined in this paper have provided the basis
for the design of a number of manifolds for enhancing
stratification in solar, thermal energy storage tanks. The
performance of these manifolds in both design-point and off­
design operation has exceeded that of conventional inlets.
Quantitative comparisons in one application may be found in
reference [2].

The one-dimensional model described here has been
demonstrated to be qualitatively and quantitatively correct by
comparison with experiments conducted over a wide range of
conditions. Only a few of these comparisons could be in­
cluded in this paper. The model has been used to identify
important parameters which are valuable as design tools.
There remain, however, several areas where more fun­
damental knowledge is required in order to provide complete
design guidelines.

The effects of geometry on the entrainment across the
density interface have not been explored in depth. A fun­
damental understanding of the mixing process would guide
the way to a more efficient design and to a model for the
entrainment flow rate. The effect of the porous wall on the
turbulent mixing between two streams of different density is
also not well documented.The model proposed in this paper
can be used as a guide for selecting the porosity of the wall
based on through flow requirements but it provides no limit
on the maximum porosity nor does it specify the size of the
pores. Guidelines based on limited experimental data suggest
that the porosity should be maintained as low as possible
consistent with acceptablethrough flow performance and that
the hole size should be less than D/4 for the rigid porous
section.
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D I S C U S S I O N 

R. J. Gross1 

This well-written paper, in conjunction with related work 
by the same authors, represents the only careful, well-planned 
study concerning the "diffusion" of the momentum of the 
initial jets entering a thermally stratified storage tank. The 
authors are correct in stating that a distributive manifold is 
one of the key components (if not the key component) in 
achieving the most efficient single-medium thermal storage 
system possible. Hopefully, this paper will create an interest 
in the minds of many workers in the thermal energy storage 
field who appear to be unaware of the importance of the 
distributive manifold. Lavan and Thompson [Dl] and Gross 
[D2] as well as the authors have amply demonstrated this fact. 

There are very few questions which this discussor could find 
concerning this work. It was mentioned that the size of the 
manifold's holes should be less than D/4, presumably to 
inhibit shear-induced turbulent mixing. Perhaps more could 
have been said on this. Also, in the experimental verification 
of the analysis of the rigid porous manifold, depicted in Fig. 
8, it is apparent that the analysis diverges from reality in the 
top fifth or more of the tank. Is this the result of entrance 
effects of the incoming jet, some two-dimensionality of flow 
in the top section, or some other phenomena? Were the results 
of the analysis as accurate for higher flow rates? 

Some other remarks are in order. The authors observed that 
the temperature variation in their 2.3 m3 tank was essentially 
one-dimensional. This observation appears to hold true for 
stratified cylindrically-shaped storage tanks in general, if 
consideration is given to a momentum diffusion device. 
Substantiation is given by Torkelson and Larson [D3] for a 
113.5 m3 tank and by Gross [D2] for a 4.6 m3 tank. Finally, 
the flexible porous device appears to be a simple and effective, 
certainly intriguing and ingenious, method of efficiently 
distributing the flow to the proper level without entrainment. 
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Authors' Closure 

The authors appreciate Dr. Gross's generous comments and 
thoughtful questions. There seems to be a growing body of 
experimental evidence which indicates that the temperature 
distribution in a well-designed tank for diurnal storage is 
essentially one-dimensional. In addition to the citations of Dr. 
Gross the evidence includes the results of tests on a 2 m3 

cylindrical tank with horizontal axis which were conducted in 
our lab and analyzed in an unpublished report2. Localized 
exceptions to this generality may occur near a vertical 
distribution manifold. This is especially true under off-design 
conditions. If water leaves the manifold prematurely, before 
reaching the appropriate level in the tank, then the mixing 
region in the tank near the manifold takes on a multi­
dimensional character. If the conditions are such that en­
trainment is realized then the mixing takes place within the 
manifold and so do the local temperature variations. We 
suspect that this is the primary cause for the disagreement 
between the single measured temperature at a given vertical 
location near the top of the manifold and the prediction of the 
one-dimensional (mixed flow) theory shown in Figure 8. The 
experimental results agreed better with theory at higher flow 
rates since these were closer to design point conditions and 
entrainment was neither predicted nor observed. 

Identical experiments run with rigid manifolds with hole 
diameters ranging from D/4 to D/8 showed little influence of 
hole size on performance. These experiments form the only 
basis for the hole size limitation mentioned in the paper. We 
have found no guidance in the literature on the use of porous 
surfaces to inhibit shear-induced mixing. 
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D I S C U S S I O N 

R. J. Gross1 

This well-written paper, in conjunction with related work 
by the same authors, represents the only careful, well-planned 
study concerning the "diffusion" of the momentum of the 
initial jets entering a thermally stratified storage tank. The 
authors are correct in stating that a distributive manifold is 
one of the key components (if not the key component) in 
achieving the most efficient single-medium thermal storage 
system possible. Hopefully, this paper will create an interest 
in the minds of many workers in the thermal energy storage 
field who appear to be unaware of the importance of the 
distributive manifold. Lavan and Thompson [Dl] and Gross 
[D2] as well as the authors have amply demonstrated this fact. 

There are very few questions which this discussor could find 
concerning this work. It was mentioned that the size of the 
manifold's holes should be less than D/4, presumably to 
inhibit shear-induced turbulent mixing. Perhaps more could 
have been said on this. Also, in the experimental verification 
of the analysis of the rigid porous manifold, depicted in Fig. 
8, it is apparent that the analysis diverges from reality in the 
top fifth or more of the tank. Is this the result of entrance 
effects of the incoming jet, some two-dimensionality of flow 
in the top section, or some other phenomena? Were the results 
of the analysis as accurate for higher flow rates? 

Some other remarks are in order. The authors observed that 
the temperature variation in their 2.3 m3 tank was essentially 
one-dimensional. This observation appears to hold true for 
stratified cylindrically-shaped storage tanks in general, if 
consideration is given to a momentum diffusion device. 
Substantiation is given by Torkelson and Larson [D3] for a 
113.5 m3 tank and by Gross [D2] for a 4.6 m3 tank. Finally, 
the flexible porous device appears to be a simple and effective, 
certainly intriguing and ingenious, method of efficiently 
distributing the flow to the proper level without entrainment. 
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Authors' Closure 

The authors appreciate Dr. Gross's generous comments and 
thoughtful questions. There seems to be a growing body of 
experimental evidence which indicates that the temperature 
distribution in a well-designed tank for diurnal storage is 
essentially one-dimensional. In addition to the citations of Dr. 
Gross the evidence includes the results of tests on a 2 m3 

cylindrical tank with horizontal axis which were conducted in 
our lab and analyzed in an unpublished report2. Localized 
exceptions to this generality may occur near a vertical 
distribution manifold. This is especially true under off-design 
conditions. If water leaves the manifold prematurely, before 
reaching the appropriate level in the tank, then the mixing 
region in the tank near the manifold takes on a multi­
dimensional character. If the conditions are such that en­
trainment is realized then the mixing takes place within the 
manifold and so do the local temperature variations. We 
suspect that this is the primary cause for the disagreement 
between the single measured temperature at a given vertical 
location near the top of the manifold and the prediction of the 
one-dimensional (mixed flow) theory shown in Figure 8. The 
experimental results agreed better with theory at higher flow 
rates since these were closer to design point conditions and 
entrainment was neither predicted nor observed. 

Identical experiments run with rigid manifolds with hole 
diameters ranging from D/4 to D/8 showed little influence of 
hole size on performance. These experiments form the only 
basis for the hole size limitation mentioned in the paper. We 
have found no guidance in the literature on the use of porous 
surfaces to inhibit shear-induced mixing. 
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Resonant Entrapment of a 
Confined Pulsed Jet 
This paper reports the discovery of a new resonant entrainment phenomenon 
associated with a confined, pulsed jet flow. It was found that a confined jet, when 
pulsed at an organ-pipe resonant frequency of the confinement tube, experiences 
greatly enhanced entrainment and mixing near the exit end of the confinement tube 
compared to a steady confined jet. The mixing and entrainment rates for the 
resonantly pulsed confined jet approach, and in some cases slightly exceed, those 
for an unconfined pulsed jet. Both visual and quantitative evidence of this 
phenomenon is presented. The new effect should be of considerable interest in 
ejector and combustor design, both of which benefit from any enhancement in 
mixing between a primary and a secondary flow. 

Introduction 

Rapid mixing of a primary jet flow with entrained or a 
coaxially flowing secondary flow is of great importance in 
many applications as diverse as ejectors, combustors, and 
chemical lasers. The importance of increasing the mixing rate 
between primary jet flow and entrained flow in a thrust-
augmenting ejector was stressed by Quinn [1], who showed 
that the thrust augmentation was directly proportional to the 
degree of mixing attained at the ejector exit. In an industrial 
burner utilizing gaseous, liquid, or particulate fuel, rapid 
mixing in the reaction zone is of utmost importance for 
compactness, high combustion efficiency, and improved 
homogeneity which is beneficial for control of pollutant 
formation [2]. 

Several investigators have used deliberately introduced 
unsteadiness to improve the mixing rate of jets. In an in­
vestigation primarily aimed at study of large-scale orderly 
structures in a turbulent jet, Crow and Champagne [3] found 
that, even at amplitudes of excitation as low as 2 percent, the 
entrainment rate in the first six diameters from the jet exit 
plane increased by 20 percent over the unforced case. Binder 
and Favre-Marinet [4] used a spinning butterfly valve up­
stream of a nozzle to produce amplitudes of pulsations up to 
40 percent of mean velocity. Both the decay of the centerline 
velocity and the spreading distance of the jet were strongly 
affected by pulsations. Their co-workers Curtet and Girard 
[5] conducted a visualization study of pulsed jets and 
provided smoke and Schlieren pictures of puff formation. 
Bremhorst and co-workers [6, 7] studied both fully pulsed and 
pulsed-core jets and attributed the increased entrainment of 
pulsed jets to their inherently larger entrainment interface 
structure. They also found lesser entrainment rates for pulsed-
core jets as compared to a fully pulsed jet [7]. Viets [8] utilized 
a feedback fluidic loop to produce a flapping two-
dimensional jet nozzle for V/STOL application and reported 
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marked influence of this introduction of oscillating transverse 
velocity component on jet spreading rates. 

During the course of their investigation of jet mixing rates, 
Hill and Greene [9] discovered the phenomenon of a "whistler 
nozzle," in which a step change in the area of an extended 
nozzle resulted in self-excited acoustic oscillations of the jet 
and led to significantly improved mixing rates, as evidenced 
by a rapid decay of the centerline velocity. 

Recently, Habib and Whitelaw [10] reported measurements 
on velocity characteristics of a confined coaxial jet and found 
that confinement has beneficial effects on the mixing rate of 
coaxial jets. 

The present paper describes a new phenomenon in which 
the mixing and entrainment rates of a confined jet increase 
dramatically downstream of the confinement tube exit plane 
when the jet is pulsed at the organ pipe resonant frequencies 
of the confinement tube. The entrainment and mixing rates 
downstream of the confinement tube exit plane for the 
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reasonantly pulsed confined jet approach, and in some cases 
slightly exceed those for an unconfined pulsed jet. 

Resonant Entrainment Phenomenon 

The resonant entrainment phenomenon was observed 
during the course of an investigation to study effects of high-
frequency pulsations on stagnation-point heat transfer. A 
schematic of the experiment is shown in Fig. 1. The supply air 
is filtered, metered by means of a laminar flow element, and 
delivered to a pulsing rotor device after passage through a 
settling chamber. 

The details of the pulsing rotor device are shown in Fig. 2. 
The 0.318 cm (1/8 in.) diameter (d) opening at the base of the 
1.143 cm (0.45 in.) diameter (D) confinement tube is opened 
and closed at high frequencies (up to 7.5 kHz) by means of a 
pulsing rotor. The rotor has eighteen 0.318 cm (1/8 in.) 
diameter holes and is driven by a Variac-controlled motor up 
to speeds of 25,000 rpm. The motor speed was measured 
directly by means of a photoelectric transducer. 

The device thus produces a pulsed jet issuing from a 0.318 
cm (1/8 in.) diameter orifice, whose pulsing frequency may be 
varied in the range 0 to 7.5 kHz. 

The maximum jet velocity was attained, obviously, when 
the rotor was in fully open position and minimum when the 
rotor was in fully closed position. Due to the clearance be­
tween the rotor and the casing, the minimum jet velocity (or 
flow rate) was nonzero. For a fixed upstream pressure, the 
ratio of the flow rates for fully open position of the rotor to 
that at fully closed position (under stationary condition) was 
approximately 2.2. For the same upstream pressure, the flow 
rate under rotor spinning condition was approximately the 
average of the flow rates for fully open and fully closed 
stationary positions. From these stationary measurements, 
the amplitude of the velocity pulsations of the jet issuing from 
the orifice was estimated to be 37.5 percent of the mean 
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velocity. This pulsed jet is confined by a confinement tube of 
diameter D = 1.143 cm (0.45 in.) and length L = 11.1 cm 
(4.37 in.) before issuing out into the ambient air. The region 
of interest is immediately downstream of the confinement 
tube exit plane. 

Hot-wire measurements at the jet centerline, one diameter 
downstream of the confinement tube exit plane, showed that 
the mean velocity there increased sharply in the neighborhood 
of certain characteristic resonant pulsing frequencies. The 
peak velocities attained, together with corresponding resonant 
pulsing frequencies, are plotted in Fig. 3. The peak velocities 
are normalized with respect to t/ave, where 

(1) 
Pe A; 

Here m is the time-averaged mass flow rate as measured by 

Nomenclature 

A2 = 

C = 
d = 
D = 

/ = 
L = 

P\ 

cross-sectional area of the 
jet orifice (see Fig. 6) 
cross-sectional area of the 
confinement tube 
speed of sound 
diameter of the jet orifice 
diameter of the con­
finement tube 
pulsing frequency 
confinement tube length 
time-averaged primary 
mass flow rate 
mean pressure at the 

Pi 

P\,s 

Pl,s 

Pa 

QP 
Qtotal 

confinement tube base 
under resonant pulsing 
mean pressure near the 
confinement tube exit 
under resonant pulsing 
pressure at the confinement 
tube base, steady flow 
pressure near the con­
finement tube exit, steady 
flow 
ambient pressure 
primary volume flow rate 
primary + entrained 
volume flow rate 

r0 
R 

«o 

Ml = 

radial coordinate 
radius of the jet orifice 
radius of the confinement 
tube 
jet velocity at orifice exit 
(see Fig. 6) 
uniform jet velocity at 
confinement tube exit (see 
Fig. 6) 
density 
pulsing frequency 
resonant frequency of an 
organ pipe with one end 
open, the other closed 
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"p 

Hz 
378 
747 

1132 
1896 
2241 
2667 
3448 
3772 
5336 
6860 

Table 1 Qp « 2.250 scfm, 

(«Ci /uavc)x--

2.17 
3.93 
2.67 
2.58 
4.08 
2.37 
2.61 
4.23 
3.71 
2.97 

= D 

vi,a-c - 751.6 Hz 

"p/Vlfi-c 

— 
0.503 = 1/2 
0.994=1 

1.506 = 3/2 
1.523 = 5/2 
2.982 = 3 
3.548 = 7/2 
4.588 = 9/2 
5.019 = 5 
7.100 = 7 
9.127 = 9 

the laminar flow meter (Fig. 1), pe is the exit plane density, 
and A2 is the confinement tube cross-sectional area, m was 
maintained nearly constant during measurements at all 
frequencies. At the flow rates employed, t/ave was ap­
proximately 10 m/s (33 ft/s). 

The horizontal dashed line in Fig. 3 shows the normalized 
centerline velocity value (1.37) for an unpulsed jet for the 
same flow rate. This value was determined experimentally 
with the rotor stationary and in the fully open position. It may 
be seen that the augmentation in the centerline velocity at 
some resonant frequencies over the stationary value is up to 
200 percent. 

To provide an estimate of the half-width of this resonant 
behavior, measurements of centerline mean velocity one 
diameter downstream from the confinement tube exit plane 
were taken in the vicinity of the vp = 2241 Hz resonance (Fig. 
4). The vertical dashed lines denote the location and the 
magnitude of the normalized peak mean velocity for adjacent 
resonances. The horizontal dashed line denotes the ex­
perimental (uCL/u^x = D value for the unpulsed jet at the 
same mean primary mass flow rate. Notice that the half-width 
is approximately 100 Hz and that the normalized mean 
velocity between resonances remains substantially higher than 
the unpulsed value of 1.37. 

Significance of the Resonant Frequencies 

The frequencies at which a local maximum in the centerline 
velocity was observed (Fig. 3) were compared with the 
resonant frequencies of an open/closed-ended organ pipe of 
the same length as the confinement tube. The resonant organ 
pipe frequencies are given from [11] as 

C 
"«,o-c = ( 2 n - l ) — , « = 1 , 2 , 3 , . . . , (2) 

Here L' is the corrected length given by 

L'=L + 0.3D (3) 

where L is the actual length and D is the pipe diameter [11]. 
Using the discharge tube dimensions of L = 11.1 cm and D 

= 1.143 cm (0.45 in.), together with the speed of sound C = 
344 m/s at 21 °C, 

C 
v\,o-c= T7~, =751.6 Hz. 

The measured resonant frequencies for the resonant en-
trainment phenomenon are tabulated in Table 1 and are 
normalized with the vifi_c value determined above. Notice 
that strong resonances are observed when 

( V i . o - r ) = 1.3,5,7,9, 

while weak resonances are observed when 

{vp/vU0-c)=\/2, 3/2, 5/2, etc. 

To ascertain that the "resonant" frequencies were indeed 
the organ-pipe resonant frequencies of the confinement tube, 
different tube lengths ranging from 6 to 24 cm were em-' 

Fig. 5 Radial profiles of velocity at x/D = 1.0 

ployed. In all cases the phenomenon was found to scale on the 
organ-pipe resonant frequency based on the tube length 
employed. 

Radial Profiles and Centerline Velocity Decay 

Radial traverse of the jet one confinement tube diameter 
downstream from the exit plane with hot wire showed that 
high mean velocities persisted a considerable distance from 
the centerline. Figure 5 shows a comparison between the 
unpulsed confined jet and the confined jet pulsed at the 
resonant frequency, / = C/4L' at the same primary mean 
flow rate. To minimize the radial velocity contribution in 
these measurements, the hot wire axis was aligned with the 
radial direction during the radial traverse. Effects of possible 
flow reversals during pulsations could not be accounted for in 
these measurements. Note that, under resonant pulsing, not 
only are the mean velocities substantially larger, but so is the 
spreading distance. As the primary flow rate is the same for 
the two cases, the substantially higher volume flow rate for 
the pulsed jet must result from increased entrainment. This 
increased entrainment occurs only in the vicinity of the organ-
pipe resonant frequencies of the confinement tube, hence the 
phenomenon will be termed resonant entrainment. 

The question now arises as to where the large increase in the 
momentum of the jet comes from during resonant pulsing. To 
answer this question, we consider the unpulsed confined jet, 
as shown in Fig. 6. In this case, the high momentum of the 
small jet (of diameter d) is reduced considerably as the jet 
attaches to the confinement tube wall and the mean velocity 
decreases to satisfy continuity. If we assume an in­
compressible, one-dimensional flow at inlet and exit and 
neglect wall friction, a control volume analysis shows that 

M„ = —— « , = ( — - M, (4) 

pu\A2 •• 

(4)'-
-p«Mi = ( — J pu\Ax 

and 

P2 , -p, ,2=^(^-)2[ l -(^)2] 

(5) 

(6) 

Also, for steady flow, 

Pl,s =Pa (7) 

Thus, we see from equation (5) above that, under steady 
flow conditions, the momentum of the primary jet is larger 
than that of the jet issuing at the exit of the confinement tube 
by a factor of (D/d)2. Furthermore, the decrease in the 
momentum is accompanied by an increase in the pressure 
from pltS to p2,s = Pa, as shown by equations (6) and (7) 
above. 
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Fig. 6 Schematic of unpulsed confined jet 

We shall next show that the momentum of the resonantly 
pulsed confined jet is comparable to that of an unconfined 
pulsed jet of diameter d at the same mean primary flow rate. 

The confinement tube of diameter D was replaced by a tube 
of the same length L but of a diametei d, i.e., the same as that 
of the orifice. The latter configuration (D/d = 1.0) resulted in 
an unconfined jet discharged from a tube of diameter d, 
which could be either steady (f = 0) or pulsed at any 
frequency, including/ = C/4L'. Radial profiles of velocity 
were measured at two axial locations x/d = 24 and 48, where 
x was measured from the exit plane of the tube. Results for 
the following three cases are compared in Figs. 7(a) and (b). 

Case(i) D/d = 1.0, / = 0 
Case(ii) D/d = 1.0, / = C/4L' 
Case (hi) D/d = 3.6, / = C/4L' 
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The mean primary flow rate was maintained at the same 
value in all three cases. 
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Fig. 7 Comparison of radial profiles of velocity 
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Fig. 8 Axial profiles of centerline velocity 
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Fig. 9 Apparatus for direct measurement of total entrainment 

A comparison of cases (i) and (ii) shows that an unconfined 
pulsed jet spreads faster than a steady one-an observation 
previously made by several investigators [3, 4, 8]. A com­
parison of cases (ii) and (iii) reveals that the spreading 
distance of the resonantly pulsed confined jet (case (iii)) is 
slightly larger than that of the unconfined pulsed jet (case 
(ii)). Furthermore, the closeness of the profiles for the latter 
two cases indicates that the momentum is comparable. Direct 
measurements of momentum were unfortunately not made 
during this investigation. 

Next, we shall compare the volume flow rates of the 
resonantly pulsed confined jet with those for an unconfined 
pulsed jet. 

A comparison of the radial profile of velocity for the 
resonantly pulsed confined jet at X/D = 1.0 (i.e., x/d = 3.6) 
with that for the unconfined pulsed jet at x/d = 24 is shown 
in Fig. 7(c) by combining the same profiles shown separately 
in Figs. 5 and 7(a). The closeness of these profiles indicates 
that the volume flow rates for the two profiles are com­
parable. Since the primary flow rates in the two cases are the 
same, this could mean that the resonantly pulsed confined jet 
(D/d = 3.6) entrains as much fluid in a distance x/d = 3.6 
from the confinement tube exit plane as the D/d = 1.0 pulsed 
jet does in a distance x/d = 24 from its exit plane. It could 
also mean that the resonantly pulsed confined jet draws 
entraining fluid into the confinement tube and mixes with it 
before exiting the confinement tube, thereby requiring a 
reversal in the velocity profile at the exit plane. In the latter 
case there arises a question on how far the secondary flow 
penetrates into the confinement tube before being entrained 
by the primary jet. A preliminary flow visualization study by 
use of a transparent confinement tube in conjunction with a 
smoke-strobe technique revealed that the secondary flow 
penetrates only slightly below the confinement tube exit 
plane. More detailed measurements of the flow field in the 
vicinity of the confinement tube exit plane are needed, but 
from the preliminary results reported here it appears that this 
is the region where a strong mixing between the primary jet 
and the entrained flow takes place. 

Despite an initially strong entrainment into the region in the 
immediate vicinity of the confinement tube exit plane during 
resonant pulsing, additional entrainment appears to be 
suppressed in the region 3.6 < x/d < 24 as there is hardly any 
evolution of the radial profile between these two stations as 
seen from Fig. 1(d). A further evidence of this behavior may 
be seen from measurements of the centerline velocity along x, 
shown in Fig. 8. Notice that the centerline velocity for the 
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Fig. 10 Augmentation in total entrainment under resonant pulsing 

resonantly pulsed confined jet starts out at the exit plane at a 
much lower value compared to the unconfined (D/d = 1.0) 
cases, but remains nearly unchanged up to x/d = 24. 
However, for x/d larger than about 24, the resonantly pulsed 
confined jet resumes its spreading and entrainment behavior 
as seen from Figs. 1(b) and 8 and eventually, over a large axial 
distance attains a total entrainment slightly larger than that 
for an unconfined pulsed jet as will be seen in the next section. 

Direct Measurements of Total Entrainment 

In an effort to estimate the augmentation in the total en­
trainment over a large axial distance of free jet development 
during resonances, the pulsed jet was used in an ejector 
configuration (Fig. 9). The confinement tube was placed at 
the entrance end of a 15.24 cm (6 in.) diameter duct of 1.067 
m (3-1/2 ft) length. The sum of the primary and the entrained 
flow rates was measured at the exit end of the duct by means 
of a rotating vane anemometer. The latter was calibrated in a 
wind tunnel for a relationship between the rotational speed 
and the flow rate. 

The total flow rate through the rotating vane anemometer, 
normalized with the time-averaged primary flow rate, is 
shown in Fig. 10 for the resonant frequencies. The lower 
dashed line shows experimentally measured (Qtot3i/Qp) value 
for the unpulsed jet with D/d = 3.6, while the upper dashed 
line denotes the experimentally measured value for the un­
pulsed jet with D/d = 1.0. The primary flow rates in both 
cases are the same. 

Comparing the two unpulsed cases, the Qtotai/Sp ratio for 
the D/d = 1.0 case is considerably higher due to its larger 
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Fig. 12(8) Unpulsed burning methane jet (Did = 3.6)
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Fig.11 Variation of total entrainment with primary flow rate
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entrainment length-to-diameter ratio. For a steady jet, it may
be shown that (Qtota/Qp + 1) increases linearly with the en­
trainment length-to-diameter ratio.

Notice that, under resonant pulsing conditions, the
(QtotaI/Qp) ratio for the Did = 3.6 configuration approaches
and even exceeds the unpulsed jet with Did = 1.0. For a fixed
geometry, Did = 3.6, the augmentation in (QtotaI/Qp) ratio at
some pulsing frequencies is more than 200 percent over the
unpulsed value.

The effect of varying Qp on the (QtotaI/Qp) ratio is shown in
Fig. 11. The data points represented by circles are for the DId
= 3.6 configuration, while those represented by triangles are
for the Did = 1.0 configuration. In both cases the upper
curve represents flow pulsed at a resonant frequency vp =
C/4L', while the lower curve represents unpulsed flow.

In both cases of unpulsed flow, the (Qtota/Qp) ratio levels
off as Qp is increased, while both cases of pulsed flow attain a
maximum in the (QtotaI/Qp) ratio.

The increase in total entrainment due to pulsing over the
unpulsed value for the Did = 1.0 case is about 20 percent at
Qp = 1.0 sefm. Such increased entrainment for unconfined
pulsed jets has been observed by previous investigators [3, 4,
8]. However, for the Did = 3.6 case, resonant pulsing
augments the (QtotaI/Qp) ratio by 375 percent over the un­
pulsed value at Qp = 0.8 scfm.

Finally, comparing the two pulsed cases, both with
resonant pulsing at! = C/4L', the case of Did = 3.6 results
in total entrainment slightly higher than those for the Did =
1.0 case over most of the flow rate range. More significantly,
as seen from Fig. 7(c), the initial entrainment rate of the
resonantly pulsed confined jet immediately downstream of
the confinement tube exit plane is greater for Did = 3.6
configuration than that for the DId = 1.0 configuration.

Flow-Visualization Experiments

The vane anemometer measurements showed that the tolal
entrainment of the confined pulsed jet (Did = 3.6) ap­
proaches and even exceeds that of the unconfined pulsed jet
(Did = 1.0). What is more important, however, is that the
local entrainment and mixing rates in the immediate vicinity
of the confinement tube exit are larger for the DId = 3.6 case
under resonant pulsing, as seen from a comparison of radial
profiles in Fig. 7(c).

The dramatically enhanced entrainment and' mixing rates

that occur in the vicinity of the confinement tube exit when
the confined jet (Did = 3.6) is taken from no pulsing to
resonantly pulsed condition were visualized by two
methods: (i) methane flame and (ii) smoke injection.

(i) Methane Flame. Methane gas was introduced as the
primary fluid and burned at the exit end of the confinement
tube (Did = 3.6). Under resonant pulsing, the entrainment of
ambient air was too excessive to maintain the fuel/air ratio
above the lean flammability limit, and it was necessary to
curtail the entrainment by means of a shallow can mounted at
the exit end of the confinement tube. Photographs of the
flame under no pulsing and resonant pulsing conditions are
shown in Fig. 12. Figure l2(a) shows unpulsed methane jet
burning freely in air. Figure 12(b) shows the flame for the
same mean flow rate of methane, but pulsed at the resonant
frequency VIO- c ' Notice the considerably shortened flame
length and the absence of soot-particle radiation, both of
which are demonstrative of enhanced mixing and lean
combustion.
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Fig. 13 Smoke·strobe visualization of confined pulsed jet at
resonance

(ii) Smoke Injection. Smoke was introduced through a
ring placed around the confinement tube, slightly below the
exit plane. The objective was to trace the ambient air en­
trained by the jet issuing from the confinement tube. The
smoke was made visible by a strobe light source, which was
pulsed in synchronization with the pulsing rotor. Strong
vortex interaction between the jet flow and the entrained flow
was revealed under resonant pulsing. Figure 13 shows a
photograph of the large vortices at the exit from the con­
finement tube. No such large-scale vortex interaction could be
detected under no pulsing and off-resonant-pulsing con­
ditions.

Mean Pressure Measurements

Recall that, under steady flow conditions, the pressure PI s

at the base of the confinement tube (Did = 3.6) is lower tha~
that (P2 s) at the exit, as shown by equation (6). Furthermore,
the pres'sure P2 s at the exit is the same as the ambient pressure
Pa' A few preliminary measurements were made to determine
how this mean pressure distribution is affected by resonant
pulsing. These measurements showed that, as the fun­
damental resonant frequency was approached, the pressure
distribution along the confinement tube was markedly af­
fected.

Under resonant pulsing, the mean pressure P2 at the
confinement tube exit approached the value PI,s, while the
mean pressure PI at the confinement tube base approached
Pa' This means that the mean pressure near the exit of the
confinement tube drops significantly below the ambient
pressure Pa, causing a large quantity of ambient air to be
drawn into the confinement tube. Furthermore, the jet issuing
from the orifice at the base does not seem to attach to the
walls of the confinement tube and appears at the exit as a
small-diameter jet. Vigorous mixing between the jet and the
entrained ambient air takes place near the exit end of the
confinement tube through a strong vortex interaction. These
observations are supported by the smoke-strobe visualization
of the flow field shown in Fig. 13.

Conclusions

The investigation reported here has revealed the existence
of a resonant entrainment phenomenon associated with. a
confined pulsed jet. Downstream of the confinement tube exit

488/VoI.104, DECEMBER 1982

plane, the entrainment and mixing rates of a confined jet are
dramatically enhanced when pulsing is applied at the
organpipe resonant frequency of the confinement tube. The
resulting total entrainment over a large distance, in some
cases, is slightly larger than that even for the unconfined
pulsed jet. The phenomenon should be of considerable in­
terest in ejector and burner design, both of which benefit from
any enhancement in mixing between a primary and secondary
flow.

From the foregoing presentation of measurements on the
resonant entrainment phenomenon, it appears that the
following two requirements need to be met for the
phenomenon to occur.

(1) The primary flow must be pulsed at frequencies which
are equal to (or one-half of) the organ-pipe natural
frequencies VlI O-c of the confinement tube.

(2) The diameter D of the confinement tube must be larger
than the diameter d of the primary jet orifice.

Evidently the augmentation in entrainment acheived under
resonant pulsing will depend upon several parameters,
namely, the Did ratio, the discharge tube length L, and the
primary jet flow rate Qp' This opens up the possibility of
optimizing the entrainment by proper selection of these
parameters.

The mechanism responsible for the resonant entrainment
phenomenon appears to be twofold:

(I) Under resonant pulsing, there appears a low mean
pressure region near the exit end of the confinement tube,
which causes a large quantity of ambient air to be drawn in.

(2) The resonantly pulsed confined jet does not attach to
the wall of the confinement tube and mixes vigorously with
the entrained flow through a strong vortex interaction.
Clearly, more detailed phase-averaged hot-wire and pressure
measurements together with flow-visualization techniques,
will be necessary to uncover the underlying mechanism. Such
an understanding will then lead to quantitative estimation of
augmentation in entrainment rates under the resonant pulsing
condition.

The amplitude of pulsation in the present investigation was
approximately 37.5 percent of the mean velocity, which
results in the sound level approaching that of a siren. It would
be of interest to explore the minimum pulsation amplitude
necessary to achieve resonant entrainment.

References

I Quinn, B., "A Simple Estimate of the Effect of Ejector Length on Thrust
Autmentation," Journal ofAircraft, Vol. 10, No.5, May 1973, pp. 313-314.

2 Parikh, P. G., Sawyer, R. F., and London, A. L., "Pollutants from
Methane-Fueled Gas Turbine Combustion," ASME Journal ofEngineering for
Power, Vol. 95, Series A, No.2, Apr. 1973.

3 Crow, S. c., and Champagne, F. H., "Orderly Structures in Jet Tur­
bulence," Journal ofFluid Mechanics, Vol. 48, Part 3, 1971, pp. 547-591.

4 Binder, G., and M. Favre-Marinet, "Mixing Improvement in Pulsating
TurbulentJ ets," ASME Symposium on Fluid Mechanics of Mixing, June 1973.

5 Curtet, R. M., and Girard, 1. P., "Visualization of a Pulsating Jet,"
ASME Symposium on Fluid Mechanics of Mixing, June 1973.

6 Bremhorst, K., and Harch, W. H., "Near-Field Velocity Measurements
in a Fully Pulsed Subsonic Air Jet," Turbulent Shear Flows-I, (eds. F. Durst et
al.), Springer-Verlag, 1979.

7 Bremhorst, K., and Watson, R. D., "Velocity Field and Entrainment of a
Pulsed-Core Jet," ASME JOURNAL OF FLUIDS ENGINEERING, Vol. 103,
December 1981.

8 Viets, H., "Oscillating Jet Nozzles for V/STOL Application," AIAA
Paper No. 74-1189 presented at AIAA/SAE 10th Propulsion Conference, Oct.
1974.

9 Hill, w. G., and Greene, P. R., "Increased Turbulent Jet Mixing Rates
Obtained by Self-Excited Acoustic Oscillations," ASME Paper No. 77-FE-18
presented at ASME Fluids Engineering Conference, June 1977.

10 Habib, M. A., and Whitelaw, 1. H., "Velocity Characteristics of a
Confined Coaxial Jet," ASME JOURNAL OF FLUIDS ENGINEERING, Vol. 101,
Dec. 1979, p. 521.

II Stephens, R. W., and Bate, A. E., Acoustics and Vibrational Physics,
Edward Arnold Publishers, 1966, pp. 174-175.

Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.89. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



K. M. Isaac 
Graduate Assistant. 

J. A. Schetz 
Professor and Chairman. 

Fellow ASME 

Aerospace and Ocean Engineering 
Department, Virginia Polytechnic 

Institute and State University, 
Blacksburg, Va. 24061 

Analysis of Multiple Jets in a 
Cross-Flow 

Introduction 

The growing awareness of environmental pollution and the 
attempts to curb it have made the study of jets exhausting into 
a cross-flow of great practical interest. Chimney stacks 
exhausting smoke into a wind, cooling tower plumes, 
discharges of warm water from pipes laid out on the ocean 
bed, and pollutant discharges into a river are a few such 
examples. Other examples of gaseous jets in a cross-flow are 
the lift jets of V/STOL aircraft taking off and landing in 
strong winds, the injection of fuel into combustion chambers, 
and the cooling jets on turbine blades. Campbell and Schetz 
[1], Keffer and Baines [2], Abramovich [3], and others have 
given results from experimental and theoretical studies of 
single jets in a cross-flow. They employed momentum integral 
methods to predict gross properties such as the jet trajectory, 
the growth of the jet cross-sectional area, mass entrainment, 
the mean temperature of the jet, etc. and then compared the 
results with experimental data. These theoretical studies 
model the jet as a cylinder in a cross-flow, taking into account 
the "drag" force due to the blockage of the external flow, 
mass entrainment, and buoyancy. Good agreement with data 
have been found, (cf. reference [1]). Chien and Schetz [4] 
obtained exact numerical solutions for a three-dimensional 
buoyant jet in a cross-flow, using the steady state Navier-
Stokes equations written in terms of velocity, vorticity, and 
temperature with a Boussinesq approximation for eddy 
viscosity. Patankar, Basu, and Alpay [5] numerically solved 
the elliptic equations for a deflected turbulent jet with the 
three velocity components and the pressure as the dependent 
variables. They used a two-equation turbulence model for the 
Reynolds stresses. 

In many situations, however, one encounters more than one 
jet in proximity to another. Ziegler and Wooler [6] have 
analyzed multiple jets in a cross-flow, the jet induced velocity 
being determined by a combination of sinks and doublets. 
They assumed that the leading jet is not influenced by the 
presence of the rear jet; the rear jet is modified by the reduced 
dynamic pressure behind the leading jet. The present paper 
extends the analysis of Campbell and Schetz [1] to the study 
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MECHANICAL ENGINEERS and presented at the Winter Annual Meeting, 
Phoenix, Ariz., November 14-19, 1982. Manuscript received by the Fluids 
Engineering Division, August 13, 1981. Paper No. 82-WA/FE-4. 

of multiple jets in a cross-flow. The interaction of the two jets 
is taken into account by a modification of the drag coefficient 
sensed by each jet. 

Analysis 

The present analysis is similar to that of reference [1] and 
interested readers may find details reported there. The 
governing equations from reference [1] for a jet with average 
exit conditions are given below. 

Mass continuity: 

Entrainment function: 

ds 
(f>Av) (1) 

E=(A/C)Pa,E*(v-Ua>) (2) 

The entrainment coefficient E* is given by an empirical 
expression based on the experimental data for single jets 
(reference [1]). 

£* =0.2(5/0?)'-"/(u/t/,,,)0-6 (3) 

It is realized that this expression may not truly represent the 
entrainment mechanism in the case of multiple jet cases such 
as the present; its use is nevertheless partially justified by the 
subsequent good agreement obtained between the theory and 
the available data. 

s-Momentum: 

d dp 
— (pAvz)= -A g,4(/o-p00)sina:-r-.E't/ODcosa:-II/!7 (4) 
os ds 

This equation represents the balance of forces along the jet 
trajectory. The contributing terms are due to the rate of 
change of tangential momentum, the pressure gradient along 
the trajectory, the buoyancy, the mass entrainment and the 
shear stress. In order to evaluate the pressure gradient term, 
the assumption is made that the static pressure field around a 
solid cylinder imposes itself on the jet flow. This is a rather 
simplified model for the pressure field arising from the 
complicated process of turbulent jet injection into a cross-
flow. However, the procedure has been found to be adequate 
for use in the present mathematical model. Differentiating the 
expression for freestream static pressure yields 
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dp da 
— = — tfooSinacosa— 
as as 

(5) 

The viscous shear stress in the ^-direction is proportional to 
the velocity gradient in that direction and can be expressed by 

r=p( u + e) 
du 

(6) 

The kinematic viscosity, c, is neglected in the present study 
since, for turbulent mixing flows, it is small compared to the 
eddy viscosity, e. The eddy viscosity is estimated using 
Prandtl's hypothesis (reference [7]) for free turbulent flows. 
The eddy viscosity is represented by 

* = # > ( " m a x - " m i n ) ( 7 ) 

The maximum velocity in this expression is defined as the 
mean jet velocity in order to be compatible with the mean 
flow assumptions of the present study, and the minimum 
velocity is the freestream velocity component in the .$-
direction. Thus the expression for the shear stress becomes 

T=P(3{V-Uacosa)2 (8) 

The buoyancy term is significant only in cases where the jets 
are nonisothermal and/or the jets and the free stream consist 
of gases of different densities. Substituting for the pressure 
gradient term, equation (5), 
equation (8), into equation 
equation becomes 

0 , A 2 x A • d o i 

(pAv*) = qotAsmacosa-— 

and the shear stress term, 
(4), the final .s-momentum 

ds ds 

-gA(p-pa)sma + EUa,cosa~nhp^(v-U„cosa)2 (9) 

Similarly, the ^-momentum equation may be written as 

, da 
-pAvL — = CDq00hsmia+gA{p-pai)cosa+EUasma (10) 

as 
The n-momentum equation represents the balance of forces 

acting perpendicular to the jet trajectory. The term on the left-
hand side represents the centrifugal force resulting from the 
curvature of the jet trajectory. This centrifugal force is 
balanced by the components of the drag force, the buoyancy, 
and the mass entrainment. The drag term arises due to the 
blockage of the free stream; this is postulated to be the drag 
on an equivalent cylindrical shape inclined at an angle to the 
free stream flow. 

Energy: 

ds 
(pAvCpT) =ECpT«, + hC(Ta - T) (11) 
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Fig. 1 Drag coefficient of two circular cylinders one placed behind the 
other. From reference [8]. 
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Fig. 2 Drag coefficient of a pair of circular cylinders placed side-by-
side. From reference [8]. 

The energy equation represents the energy balance of the jet 
fluid due to temperature increase, mass entrainment, and 
convection at the jet boundary. 

When there are two or more jets, their influence on each 
other may be represented through changes in the effective 
drag coefficient, CD, sensed by each jet. Hoerner [8] gives 
drag coefficients of two circular cylinders when they are 
placed one behind the other and also side-by-side for 
Reynolds number of 105, as shown in Figs. 1 and 2. This value 
of Reynolds number is reasonable in many jet problems. In 
Fig. 1 the drag coefficient, CD, tends to an asymptotic value 

N o m e n c l a t u r e 

A = 
C = 

CD = 
c„ = 

D = 
d = 

ds = 

E = 

E* = 
g = 
h = 
h = 

cross-sectional area of the jet 
effective jet circumference 
drag coefficient 
specific heat at constant 
pressure 
jet exit diameter 
effective jet diameter 
infinitesimal length of jet 
control volume 
entrained mass per unit length 
of jet control volume 
entrainment coefficient 
gravity 
width of jet 
average film heat transfer 
coefficient 
thermal conductivity of jet 
fluid 

Nu„ = 
P = 

Pr = 
Qoo = 

R = 

Re = 

s,n — 

T = 

VR = 

u = 
V = 

Nusselt number {hd/k) 
average static pressure of jet 
flow 
Prandtl number 
free stream dynamic pressure 

radius of curvature of jet 
trajectory 
Reynolds number based on d 
(Uad/u) 
natural coordinates along and 
normal to the trajectory 
mean cross-sectional tem­
perature of jet fluid 
effective velocity ra t io 
[GM>2)/0».. £/£,)]* 
general expression for velocity 
mean cross-sectional velocity 
of jet fluid 

£/. = 
x,z = 

a = 

0 = 

P = 

T = 

V = 

6 = 

free stream velocity 
cartesian coordinates 
inclination of the jet axis to 
the cross-flow direction 
constant in expression for 
eddy viscosity 
mean cross-sectional density 
of jet fluid 
shear stress in i'-direction 
acting on jet control volume 
kinematic viscosity 
eddy viscosity 

Subscripts 

/ = 

00 = 

jet flow conditions at in­
jection point 
free stream conditions 
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of 1.18 for large separation distances. Note that the drag on 
the rear cylinder (and, hence rear jet) can actually be counter 
to the main flow. 

Equations (1), (9), (10), and (11) form a set of coupled, 
nonlinear ordinary differential equations which may be solved 
by using standard routines available. Haming's Predictor-
Corrector Method with a fourth order Runge-Kutta starter, as 
given in reference [9], has been employed in the present case. 
The perpendicular distance between the two jets is calculated 
at each step in the integration and the drag coefficient CD is 
computed from Figs. 1 and 2 using a cubic spline interpolating 
routine. The computations are terminated when the jet cross-
sections grow and coalesce into each other. 

12 
X/D 

Fig. 6 Trajectories for single and side-by-side jets 

Results 

Figures 3 to 6 show data of reference [6] along with the 
present calculations for a 60 deg injection angle for tandem 
jets and a 90 deg injection angle for side-by-side jets. The 
single jet trajectory is also shown for reference. The sparse-
ness of the data prevents any definitive conclusions from 
being drawn from the comparison of the data and the present 
analysis. The agreement is good in the case of the rear jet 
trajectory. The most important result of the present analysis is 
that the rear jet trajectory is significantly modified by the 
presence of the front one even when the jets are spaced far 
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apart. As expected, the jet in front is influenced less by the 
presence of the rear one than vice versa. For the case in Fig. 5, 
the trajectory of the front jet is significantly affected, and the 
analysis correctly predicts the observed influence. 

The data of reference [6] indicate that, for the side-by-side 
case, the out of plane deflection of the jets is considerable for 
small separation distance (2.5D); hence no attempt is made to 
compare the data and the present analysis for this separation 
distance. However, for a separation distance of 7.5D, it is 
seen that the sideways deflection of jets is not signficant. It is, 
therefore, concluded that the analysis is valid when the jets 
are not too close to each other. 

The main purpose of this study has been to show the 
significant results which could be obtained by a simple ex­
tension of the earlier approach, and the attempt seems to have 
been fruitful. A logical next step in the study would be to 
extend the analysis to the region of the merged jets, the initial 
conditions for which may be obtained by taking the mean 
properties of the two jets. 
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Measurements in a Jet-Pipe Flow 
Issuing Perpendicularly Into a 
Cross Stream 
Measurements are presented of velocity fluctuation statistics in the jet-pipe of a jet 
in a cross-flow situation for various values of the jet-pipe to cross-flow velocity 
ratio. The nonuniformities of the velocity profiles inside the pipe extend as far as 3 
pipe-diameters upstream of the exit plane for small velocity ratios and to 2.5 
diameters for higher velocity ratios. Longitudinal flow acceleration and strong 
streamline curvature affect turbulence activities at the exit plane for small velocity 
ratios. The horseshoe vortex which is formed in front of the exit plane results in a 
streamline curvature with a stabilizing effect on turbulence in the nearby flow field 
while the streamlines are unstably curved everywhere else. At high velocity ratios 
the pipe flow is very weakly affected by the cross-flow. 

Introduction 

The problem of turbulent transport of momentum, heat, 
and mass is of great importance in engineering studies. If the 
problems related to turbulence modeling were solved, im­
proved predictions for complex turbulent flows could be 
expected since the numerical aspects of prediction methods 
have been reasonably well developed. Additional ex­
perimental data are needed, however, to provide guidance and 
test cases for the development of better turbulence models. 

The present experiment is part of an investigation of an 
incompressible jet in a cross-flow and deals with the upstream 
effect of the cross-flow on the flow inside the pipe from which 
the jet issues. Since the initial interaction between the jet fluid 
and cross-flow starts very early and depends heavily on the 
conditions inside the jet and on the oncoming boundary layer, 
some detailed information on the turbulence structure prior to 
merging is very important. In addition, experimental data are 
needed to verify various assumptions on boundary conditions 
made by most of the investigators who attempted to make 
three-dimensional calculations of jets or rows of jets into 
cross-flow. Patankar et al. [1], for instance, used uniform 
velocity profiles at the jet exit as boundary conditions to 
calculate a jet into a cross-flow. It is not known clearly how 
realistic such assumptions are which simplify the calculation 
procedure. It might be expected, however, that the external 
cross stream affects the flow inside the pipe and consequently 
the jet exit profiles. Some previous experimental results found 
in the thesis of Bergeles [3] and published in [13] are of very 
limited reliability because it is not possible to measure a flow 
with high turbulence intensity and two principal flow 
directions (U and V) by means of a single hot-wire sensor and 
without rotating the probe. 

Contributed by the Fluids Engineering Division and presented at the Winter 
Annual Meeting, Chicago, III., November 16-21, 1980 of THE AMERICAN 
SOCIETY OF MECHANICAL ENGINEERS. Manuscript received by the Fluids 
Engineering Division, December 30, 1980. Paper No. 80-WA/HT-24. 

The aim of the present work was to investigate the flow 
structure at the jet-pipe exit plane and upstream inside the 
pipe and to provide data for testing calculation methods. The 
work covers cases from R = 0.25 to 3.0, where R is the ratio 
of the jet velocity to the cross-flow free stream velocity. The 
results include measurements of static pressures, first, second, 
and third order velocity correlations. At the early stages of the 
investigation and before the measurements started, a detailed 
flow observation study has been undertaken by Foss [4] which 
included flow visualization with dye injection in a water 
tunnel and surface streaking patterns techniques in the wind 
tunnel where the present measurements have been carried out. 
Foss found similar flow "models" applied for both, small R 
i.e., 0 . 1 ^ ^ ^ 0 . 4 and for high R i.e., 0.6^R^3. His 
classification is based on similarities of the flow outside the 
pipe. 

The present measurements show that the lower the velocity 
ratio R the higher the distortion of the pipe flow by the cross-
flow. Accordingly some changes in the structural charac­
teristics of turbulence might be expected. 

Experimental Arrangement and Techniques 

The experiments were carried out in the closed-circuit wind 
tunnel of the Sonderforschungsbereich 80. A flat plate was 
installed in the octagonally shaped test section which has 6 m 
length and 1.5 m internal diameter with an adjustable ceiling 
to give zero longitudinal pressure gradient. The flat plate was 
0.28 m above the tunnel floor and had a streamlined leading 
edge and a trailing edge flap to adjust for zero circulation 
around the plate (see Fig. 1), by trying to locate the stagnation 
point exactly on top of the leading edge nose. The free stream 
turbulence of the tunnel was about 0.06 percent at 14 m/s. 
For more details of the wind tunnel construction and per­
formance see Ermshaus and Naudascher [5]. The pipe-jet 
flow was driven by a 2 stage-compressor through a plenum 
chamber and a heat exchanger, to control the air-flow tern-

Journal of Fluids Engineering DECEMBER 1982, Vol. 104/493 

Copyright © 1982 by ASME
  Downloaded 02 Jun 2010 to 171.66.16.89. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Z^M 

TUNNEL WALL 

> 
^ 

Jet-pipe flow arrangement 

perature, as is shown in Fig. 1. The brass pipe had a 50 mm 
internal diameter and its exit plane was 12 diameters 
downstream of the plenum chamber. It could be rotated and 
had a number of static-pressure taps located on a straight line 
parallel to its axis. For the pressure measurements a M.K.S. 
Baratron Type 144 Pressure Transducer was used. The 
pressure transducer output signal together with the signals of 
two potentiometers which indicated tap position and angle <p 
of rotation of the turntable, were fed into a Hewlett Packard 
Fourier Analyser 5451 C, digitized on line and evaluated to 
give pressure coefficients. Because most of the pressures were 
highly fluctuating, special care was taken to ensure con­
vergence by adjusting, where it was necessary, the number of 
samples and the sampling rate. 

Velocity and turbulence measurements were made with 
DISA type 55 MOl constant temperature anemometers and 
DISA miniature slant-wire type P02 and cross-wire type P51 
probes with 5 /xm plated wires. Special care has been taken in 
checking the upstream effect of the probe-holder interference 
with the flow since the probe entered the pipe from the exit 
plane. This effect was found to change the static pressure 
reading inside the pipe by only 0.5 percent. The jet in a cross-
flow consists of two interacting vortical flows, namely the 
oncoming boundary layer and the pipe flow. In the boundary 
layer the longitudinal component of velocity is much greater 
than the vertical and spanwise respectively 

U>>V,W (la) 
The relation inside the pipe can be expressed in terms of the 

present system of coordinates as 

V>>U,W (\b) 

Although simple superposition of these two flows is not 
realistic, it can be argued that because of (la) and (\b) in the 
jet in a cross-flow case is: 

U,V>>W (2) 

It was decided initially that the use of a single slant-wire 
which has the best spatial resolution should give a good in­
dication of how the flow is behaving at the plane of symmetry 
XOY (see Fig. 1). There are various ways to extract mean 
velocities, turbulence intensities and shear stress from single 
wire measurements with different yaw, pitch, or rotation 
angles of the wire. Most of them try to expand the term UM in 
the expression of King's Law: 

E2=A+BU'<[{ (3) 

An expansion of U"f{ in a Taylor series requires one velocity 
component to be much larger than the other components, 
e.g., U> > V. In the present flow configuration close to the 
exit plane, V/U starts to have significant values because of (2) 
and consequently a Taylor expansion would not be valid. To 
solve this problem, another method was adopted: instead of 
measuring the mean voltage, E, the mean value of [E2 -
A/B]2/" was evaluated from the digitized signal E. Then the 
response equation becomes 

([/cosi/-- Fsini/-)2 + W2 = [{E2 -A)/B]2/" =G2(i/<) (4) 

In principle, with 6 different pitch angles the system of 6 
unknowns can be solved. But since the coefficients of W2 and 
w2 which appear after averaging (4) remain unchanged at 
various values of \p the corresponding matrix is zero and 
consequently is impossible to solve the system of equations. 
However, W is zero at the plane of symmetry, z = Q and 
because of (2), M^can be omitted in equation (4). 

Measurements with this technique were made at X= 0. At a 
later stage, the use of an X-mre probe gave results which 
agreed very well with the slant-wire results provided that the 
X-wire probe was oriented properly to be parallel with the 
mean velocity vector. To obtain this position some trials were 
necessary. Then a data-analysis technique similar to that 
described by Andreopoulos and Bradshaw [6] was adopted 
and used. The agreement between the cross-wire results and 
those of the slant-wire indicated that the former were not 
affected by the instantaneous dW/dz gradient. This means 
that the spatial resolution of the cross-wire is quite adequate 
and this is probably the only positive conclusion so far, 
because it was realized that the main source of error in the 
technique is the fact that the instantaneous velocity vector 
may lay at an angle too large for the cosine law ap­
proximations to be valid. For the case of velocity ratios R =2 
and R = 1 this is rather rare and the uncertainties are ex­
tremely small. For R = 0.5 the turbulence intensities increase 
and this effect starts to cause errors which become significant 
for R = 0.25. To overcome this problem the method of Friehe 
and Schwarz [9] has been applied in the way described by 
Andreopoulos [8]. This method is valid for a larger range of 
pitch angles ( ± 30 deg) and was found in [8] to compute the 
shear stress more accurately. In fact Andreopoulos's study 
indicated that the Friehe and Schwarz method computes the 
shear stress uv better than the modified cosine law by about 15 

cf 
cp 

D 
E 
P 
r 

R 

S 

u,v,w 

= skin friction coefficient 
= ( P - P r e f ) / 0 . 5 P ^ 
= pipe diameter 
= hot wire voltage 
= static pressure 
= radius of curvature 
= Uj/Ue, pipe to cross-flow 

velocity ratio, values at 
infinity 

= stability parameter 
dV/dx/dU/dy 

= fluctuating velocity 
components 

U,V,W = 

U,V,W = 

" r = 

x,y,z = 
x0 = 

a = 

mean velocity com­
ponents 
instantaneous velocity 
components 
friction velocity 
coordinates (see Fig. 1) 
upstream effect: distance 
from exit to point where 
cross-flow effects are 
negligible 
angle of streamline 
deflection 

Subscripts 

J '• 

displacement thickness 
angle of hot wire 
angle of pipe rotation 
5*dp/dxrlv pressure 
gradient parameter 
wall shear stress 

cross-flow at infinity 
jet-pipe flow at infinity 
i.e., exit of the plenum 
chamber 
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percent. The improvement_of the accuracy similarly is 6 
percent on U, 4 percent on u2, 12-15 percent on v2. Apart 
from the error due to high turbulence intensity because the 
hot-wire is not sensitive to the velocity direction, the present 
data analysis scheme does not take into account the effect of 
the W component on the effective cooling velocity. Tutu and 
Chevray [10] have estimated the error due to the combined 
effects of high turbulence intensity (i.e., rectification effects) 
and sensitivity to W component, as function of turbulence 
intensity. For 30 percent turbulence intensity they indicate 
that the errors can be 6.3 percent on U, 5.2 percent on« 2 , 11.9 
percent on v2 and 13.6 on uv. The measurements presented 
here are intended to document terms of the transport 
equations for the turbulent kinetic energy and shear stress as 
fully as possible. Thus triple products that affect turbulent 
transport of shear and turbulent kinetic energy are also in­
cluded. The error in measuring triple products is much higher 
than in the case of normal and shear stresses, and can reach 
values of the order of 20 percent. 

All hot wire signals were digitized at 5 kHz per channel in 
real time and were recorded on digital magnetic tapes for later 
data analysis. The digitizing system and the data reduction 
program which evaluates all products of velocity fluctuations 
up to third order together with the flatness and skewness, are 
described by Andreopoulos [7]. 

Both interacting flow fields, i.e., the pipe flow and the 
cross-flow, were found to be developing turbulent flows for 
all the investigated velocity ratios. At y = AD, x = 0, z = 0, a 

position of negligible jet-pipe flow influence in the cross-flow, 
a friction coefficient Cy = 0.0037 and boundary layer 
thickness = 0.218D at Ue = 13.932 m/s were measured. The 
results which are presented here are non-dimensionalized by D 
and Uj = RUe. As was expected the results for various R do 
not collapse. Probably scales like local boundary layer 
thickness and the friction velocity uT (inside the pipe) with 0 as 
pressure gradient parameter could give a better collapse of the 
results at least for x^Q. However, measurements of 5* and uT 

in 3-dimensional flows with pressure gradient are difficult to 
obtain and verify and in any case are not applicable to profiles 
a x = 0 since strong curvature of streamlines in the leading 
edge boundary layer takes place for moderate and small R 
(R =1), resulting in a more complicated flow than a simple 3-
D boundary layer under a pressure gradient. 

Results and Discussion 

Mean Velocities and Static Pressures. The initial in­
teraction between the two vortical flow fields i.e., the 
developing pipe-flow and the cross-stream boundary layer, 
seems to take place under the existence of severe pressure 
gradients with streamline curvature and regions of flow 
separation. Therefore, the jet in a cross-flow case deserves to 
be called "complex" if not "extremely complex." One of the 
main objectives of the present study was to determine how far 
upstream, inside the pipe, effects of the cross-flow can be 
detected. This has been achieved by measuring the wall static 
pressures at various angles around the pipe. Pressure coef­
ficient plots along the pipe for different angles of rotation are 
given in Fig. 2 for R = 1. Figure 3 shows the pipe length x0 

affected by the cross-stream in terms of pipe diameters as a 
function of R. This length has been determined as the distance 
from the exit where the pipe-wall static pressure ceases to 
change with the angle of rotation <p. It is interesting to see that 
the upstream effect is larger at lower velocity ratio R, where 
the rate of changes with R is high too. For even smaller R and 
beyond the investigated range, x0 might be expected to in­
crease. For greater R, particularly in the range of R = 2 to 
i? = 3, x0 changes very slightly with, and seems to be almost 
independent of R. At values of R greater than 3, x0 is expected 
to drop to zero with some, unknown as yet, rate. 

The pressure coefficient plots of Fig. 2 are important in 
understanding this complex flow because they can provide 
information of the flow field around the circumference of the 
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Fig. 5 Mean V-velocity profiles. Symbols as in Fig. 4. 

pipe at various upstream positions as opposed to the hot-wire 
measurements which are limited on the plane of symmetry 
only. Far from the exit plane, the core inside the pipe is ac­
celerated and it would have continued to do so, up to the exit 
plane if the cross-stream velocity Ue was zero. With the 
presence of the cross-flow, part of the pipe flow between <p = 
0 deg and <p = 45 deg is decelerated and the other part is 
highly accelerated as the continuity equation demands. In fact 
this can be seen from the Cp contours where dCp Idx changes 
sign at an angle between 45 deg and 67.5 deg. However, that 
feature of the flow is more obvious in the mean {/-velocity 
profiles shown in Fig. 4, and will be discussed later. 

In the absence of cross-flow the longitudinal velocity 
profiles inside the pipe should be symmetric with respect to 
the pipe axis. The imposition of a cross-stream at the pipe exit 

causes considerable asymmetries on the profiles which are 
more evident closer to the exit and less pronounced away from 
there, inside the pipe. This is demonstrated in Fig. 4. Even at 
x= —D/2 and for all investigated R, the U profiles are 
considerably skewed except that of R = 2 which is only slightly 
skewed (to avoid crowding of Fig. 4, this profile is not 
shown). 

The same characteristic is evident in Fig. 5 where the mean 
K-velocity profiles are plotted. With zero cross-flow, or far 
upstream inside the pipe for Ue^0, the Vprofiles should be 
antisymmetric. In fact a slight antisymmetry is present for 
R = 1 a t x = —D/2 where K changes sign at about x = -GA6D. 
But most of the profiles are significantly distorted from their 
"antisymmetric" distributions, and it is better to examine 
their behavior in connection with the U velocity. At the 
leading edge (Y= +D/2) U is decreased from its "sym­
metric" profile while V starts to increase in the negative 
direction. Very close to the leading edge inside the pipe 
boundary layer V has to have small negative values (specially 
evident at x = —D/2) as the rapidly growing boundary layer 
demands. Close to the trailing edge (y= —D/2) V should be 
positive if the pressure gradient was zero. The fact that the 
pressure gradient there is favorable does not imply that V 
should be positive. It implies only that 3( — V) I by is negative 
(as the plot indicates) although part of the dU/_dx increase 
might have gone to the d W/dz which is not zero (Wis zero). 

Generally, the gradients around the exit plane are quite high 
as it is demonstrated from the U and V profiles at x= + 1.5 
mm for R = 0.5 plotted in Figs. 4 and 5. In a sense the exit 
plane exhibits some characteristics of "discontinuity" of the 
pipe flow for small R and it might be expected that transport 
of any turbulence quantity is higher in that region. 

If the flow inside the pipe was fully developed then the 
longitudinal gradients of the mean velocity should be zero, 
i.e., dU/dx = 0, which implies that dV/dyis also zero. It might 
be argued therefore, that in this case the velocity gradients 
around the exit might not be high as in the present case and 
probably transport of turbulent kinetic energy might be less. 
One of the key processes in the pipe flow, which can provide 
explanation for most of the present results is the development 
of the circular boundary layer inside the pipe. This turbulent 
pipe flow has to be partially developed within the rather short 
distance of 12 D only (i.e., the length between the pipe-
entrance and pipe-exit) before it exhausts into the cross-
stream. Apart of that, the variable pressure gradient imposed 
by the cross-flow, results in a non-uniform development of 
the boundary layer around the circumference of the pipe. 
Figure 6(a) shows a flow configuration picture along the plane 
of symmetry, according to the present results. For purposes of 
discussion only, we should distinguish the two shear layers of 
this figure although both belong to the same boundary layer: 
one shear layer at the leading edge of the pipe, which grows 
faster under the influence of the adverse pressure gradient 
which is present there and the second at the trailing edge, 
which develops under a favorable pressure gradient. 

The skewed mean {/-velocity profiles and the non zero V-
profiles show clearly that the streamlines start to bend well 
inside the pipe and before the exit. In fact the lower the 
velocity ratio the sooner the curvature starts and almost in all 
investigated R ends somewhere outside the pipe. The cur­
vature gives rise to a pressure gradient dp/dy normal to the 
flow, in addition to the longitudinal pressure gradient dp/dx, 
and imposes an "extra" strain rate e = d V/dx on the flow over 
and above the "simple" shear dU/dy. 

So far the discussion has been focused on what are the 
effects of the cross-stream on the pipe flow. However, since 
both fields interact with each other, it can be expected that the 
jet flow affects the cross-flow as well. In fact the oncoming 
boundary layer rolls up into a horseshoe vortex, separates at a 
saddle point of the surface stress lines in front of the jet, like 
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Fig. 6(a, b) Proposed flow configuration. Figure 6(b) mode is very 
short induration. 

the vortex generated by the atmospheric boundary layer in 
front of a tall building, but here moves backwards as the 
velocity ratio R increases. As a result of the vortex formation, 
jet fluid is sucked into the vortex and therefore mean-K-
velocity component crosses the zero value at y = 0.30 D and 
x = 0 for R = 0.5 and starts taking on small but positive values. 

One important feature of the present pipe flow is that the 
boundary layer at the leading edge of the pipe, for small 
values of R, can not overcome the high values of the adverse 
pressure gradient and separates from the pipe wall in a three-
dimensional way (Fig. 6(b)) with a downstream release of the 
vortex, at the same time. This means that the flow has two 
stable modes. In both cases either the pipe flow or the cross-
flow separates locally with a formation of a small region of a 
reverse flow. These transient effects were observed with 
diminishing occurrence up to R = 0.5. For R = 0.5 the mode of 
Fig. 6(a) is more predominant. Foss [4] also mentioned some 
dye reversals but not in connection with the formation of the 
horseshoe vortex. An attempt has been made to calculate the 
curvature of the streamlines since their inclinations and 
deflections at the measuring positions are known. If r is the 
curvature radius and ds is an infinite small increment in the 
streamline coordinate s i.e., along the streamline then the 
curvature can be expressed in terms of: 

1 da da dx da dy 

r ds dx ds dy ds 

Fig.7 i Curvature 1/rand o Stability parameters at x = Oforf? = 0.5 

0.03-

0D2- -O.04 

0.01- 0-02 

Fig. 8 u profiles. Symbols as in Fig. 4. 

1 3a 9a 
— =cosa hsina — 
r dx dy 

The results normalized with the pipe diameter D, are 
plotted in Fig. 7. The more interesting feature of them is that 
the curvature is not constant or even "fairly" constant having 
the same center of curvature. Near the upstream edge of the 
pipe, it varies very rapidly having an "impulse" like character 
and changes sign at y — 0.29 D. On the same Fig. 7 the stability 
parameter S defined as the ratio of the turbulent kinetic 
energy production by the extra strain rate uvd V/dx, to the 
^usual" production by the_ basic rate of shear strain. 
uvdU/dy, i.e., S=dV/dx/dU/dy. It is clear that when 
both gradients have the same sign, turbulence production is 
increased by curvature (destabilizing effect) and when are 
opposite turbulence production is significantly reduced 
(stabilizing effect). Values of this parameter are plotted 
typically for R = 0.5 and at the exit plane only. Curvature has 
a stabilizing effect on turbulence near the upstream edge of 
pipe and a destabilizing effect at y ^ 0.29 D where S changes 
sign. 

The Turbulence Quantities. The interpretation of the 
results is based on the flow configuration of Fig. 6, which 
actually is the outcome of the investigation and therefore 
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Fig. 10 uv profiles. Symbols as in Fig. 4. 

should follow rather than precede them. However, it was 
thought that the analytic presentation of the flow features 
should be more comprehensive rather than the synthetic one. 

The normal stresses u2, v2 and the shear stress uv are plot­
ted in Figs. 8, 9, and 10, respectively. Very close to the walls 
all the above quantities exhibit local maxima or minima, with 
the effects of the adverse and favorable pressure gradient on 
the leading and trailing edge respectively being evident, 
especially for smaller R. As the velocity ratio R is decreased, 
the maxima of the turbulent intensities closer to the leading 
edge wall move away from the wall towards the center of the 
pipe. The opposite is happening at the trailing edge. The local 
maxima, due to the favorable pressure gradient, are formed 
closer to y= —D/2. 
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The profiles for R = 2 show nothing unexpected while those 
for R = 0.5 postulate quite different behavior particularly very 
close to the upstream side of the pipe at the exit plane. 
Therefore, most of the following discussion refers to the case 
of R = 0.5 and can be partly applied to R = 1 whichjs an in­
termediate case between R = 0.5 and R = 2. The u2 and v2 

intensities exhibit two local maxima very close to each other; 
one of them, the closest to _the upstream pipe edge, 
corresponds to the point where uv and V change sign, at 
7 = 0.30 D. The second maxima takes place at 7 = 0.24 D 
exactly where uv reaches its minimum value. 

From the three Reynolds stresses shown here uv changes 
more spectacularly than the normal stresses. At one upstream 
station inside the pipe i.e., at x= —D/2, it has one zero 
crossing only and an asymmetric distribution which is a result 
of the different longitudinal pressure gradient and at the exit 
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plane the profile has considerably changed, with two ad­
ditional zero crossings. An explanation of that behavior as 
well as of the behavior of the other stresses too is possible by 
looking closer to the transport equations of each quantity, 
and particularly to the generation or production terms, which 
are basically controlled by the gradients of the mean velocity 
components. These gradients in consequence are affected 
through the mean momentum equation by pressure gradients. 
In the present case both pressure gradients are present: 
longitudinal one which is very strong near the exit plane and 
the normal one which is associated with streamline curvature. 
It was shown in Fig. 7 that at the exit plane curvature effects 
are expected to be high. Near the upstream edge y=D/2, 
where the curvature has a stabilizing effect on turbulence, 
turbulence production is damped, all stresses have small 
values. _As soon as the stability parameter reaches higher 
values, u2 and v2 increase while uv decreases vary abruptly. In 
fact uv changes sign almost at the same point where S changes 
sign. All turbulent quantities start to relax at the point where 
S starts to decrease. Additionally to the curvature effects the 
extra rate of strain dU/dx due to acceleration or deceleration 
of the flow is expected also to be important, particularly near 
the upstream edge of the pipe. There the deceleration of the 
flow (dll/dx<0) enhances turbulence activities as can be seen 
in the "complex production" term in the turbulent kinetic 
energy transport equation: 

^ -2.dO —rdu dvi _, - aw 
•~[u2-v2]- uv -T-+-T- \-[w2-v2]—~ 

ax I dy dx J dz 

The first term represents production due to longitudinal 
acceleration or deceleration, the second term is the "usual" 
production combined with the extra rate of strain dV/dx 
because of streamline curvature and the last term is 
production by streamline lateral divergence or convergence 
which is expected to be small, inside the pipe, but certainly 
nonzero on the exit plane. In the close to the leading edge flow 
region the two strain rates dU/dx and dV/dx have quite 
opposite effect: the first increases turbulence production 
while the second damps turbulence production. In the un­
stable flow region i.e., a t / ^ 0.20 D both rate strains have the 
same sign and therefore enhance turbulence production. 
However near the downstream edge of the pipe i.e., at>>< -
0.28 D the flow is accelerating (dU/dx>0) and turbulence 
production is reduced. In addition streamline curvature ef­
fects are diminished at that region and the flow has a 
boundary layer with favorable pressure gradient character. 

In Figs. 11 and \2u2v and i>3 are plotted. The basic feature 
of curvature effects are present and the profiles are com­
patible with the flow model of Fig. 6(a). Again here, high 
gradients in curvature result in high gradients in triple 
products i.e., high diffusion. Generally triple products seem 
to vary considerably around the exit. Whether the total term 
which also contains the pressure fluctuation part p' v has the 
same behavior with the velocity triple products is very dif­
ficult to speculate. Techniques to measure pressure fluc­
tuations are not widely accepted because the ambiguities 
involved are extremely high. This is the reason why such 
measurements have not been attempted. It is dangerous to 
argue that pressure fluctuations are small in the present case 
because they were found to be negligible in the wake flow [6] 
or in the perturbed boundary layer flow of Andreopoulos and 
Wood [12]. It is also very dangerous to speculate that pressure 
fluctuations may counterbalance the triple products in a way 
that the total diffusion term will become smooth. 

Conclusions 

The present study has provided new measurements on the 
turbulence field inside a jet pipe flow with the presence of a 
cross-stream. It was found that the latter flow can affect 

largely the flow in the pipe i.e., up to 3 pipe-diameters up­
stream for small velocity ratios and up to shorter distances for 
high velocity ratios. The exit velocity profiles were found not 
uniform and the gradient dU/dy was monotonic throughout 
the measured region. Thus successful calculation methods for 
a jet or a plume could either take the measured velocity profile 
at the jet exit as boundary conditions or start the calculation 
far upstream inside the pipe at distance x0 from the exit with 
uniform flow characteristics. In the light of the present ex­
perimental investigation Srivatsa and Rodi [2] have started 
using nonuniform exit velocity profiles as boundary condition 
in jets in cross-flow calculations, with encouraging 
preliminary results. 

Streamline curvature and flow deceleration control tur­
bulence activities on the exit plane at low velocity ratio. The 
most striking result of the present investigation is the existence 
of two flow regimes with stably and unstably curved 
streamlines respectively with well known effects on turbulence 
(see Smits et al. [13]). The "impulse like" change in 
streamline curvature causes rather spectacular changes in all 
turbulence quantities with the shear stress being the more 
typical one. The effects of both extra rate of strains seem to be 
more acute at low R and die out at higher R. In that respect 
only, the flow inside the pipe has similar features in all cases 
with R = 1. The horseshoe vortex which is formed in front 
and/or above the exit plane affects the velocity profiles and 
causes a streamline curvature with a stabilizing effect on 
turbulence. 

In all respects therefore the results are comparable with the 
postulate flow model of Fig. 6(a). 
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Viscous Flow in an Annulus With 
a Sector Cavity 
The two-dimensional interaction of a circular shear flow and a sector cavity flow is 
predicted by finite-difference solution of the governing biharmonic equation for 
steady Stokes planar flow. The location of the dividing streamline is a function of 
geometry, lying perhaps wholly within the cavity or bulging up into the circular 
annulus. Also pressure-driven axial flow through the annular configuration is 
predicted by numerical solution of the governing Poisson equation. The results can 
be combined with the planar solution to describe a steady three-dimensional flow 
field which will enhance laminar mixing. 

Introduction 
Because the capacity and speed of digital computers have 

increased so dramatically in recent years, it is possible to 
anticipate realistic but expensive three-dimensional (3-D) 
inertial flow simulations in the near future. In the meantime 
we can continue to exploit limit situations which require 
considerably less actual computation but display some aspects 
of the real flow that are not intuitively obvious. The steady 
Stokes numerical simulations should be accepted in that light. 
Thus one result of the present two-dimensional (2-D) 
calculation is to reveal the geometry dependent interaction of 
a circular shear flow with a sector cavity flow, Fig. 1. This 
feature is totally missing in the usual cavity models [1]. The 
reciprocal influence is quite clear when the dividing 
streamline, which separates the shear flow from the cavity 
flow, is manifest in the flow field. (It is never in the location 
of the undisturbed wall, and the variation of vorticity along it 
is not the constant value of the undisturbed circular shear 
flow.) A beauty of the Stokes calculations is that we can 
superpose rectilinear flow parallel to the walls [2] onto the in-
plane circular shear-cavity flow to visualize the resulting 3-D 
flow. Not only does this give insight into real measurable flow 
interactions, but the 3-D Stokes flows can provide convenient 
examples for the verification of 3-D primitive variable 
computer codes when they are implemented. 

The planar 2-D finite-difference calculations are related to 
Cartesian flow simulations of infinite horizontal shear flows 
over rectangular cavities [3-5]. Our earlier computations [3] 
were done with a coarse mesh, but the qualitative features 
thus displayed are in accord with the present finer mesh 
calculations in the circular geometry. As stated in the earlier 
paper [3], a prototype cavity model which assumes an un­
disturbed dividing streamline [1] (and unrealistic constant 
velocity or vorticity values) is not an adequate representation 
of the cavity flow. The present interactive Stokes calculations 
show the cavity "lid" is not the unit arc and how the vorticity 

Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the Winter Annual Meeting, 
Phoenix, Ariz., November 14-19, 1982. Manuscript received by the Fluids 
Engineering Division, July 20, 1981. Paper No. 82-WA/FE-5. 

Fig. 1 Circular shear flow over a sector cavity (V2 is azimuthal velocity 
of the outer cylinder rotating with angular velocity r 2 ) 

varies along it. There are disturbances in the shear flow as 
well. As for planar Cartesian calculations at greater Reynolds 
numbers, the circular sector dividing streamline and the 
vorticity distribution along it will be slightly different with 
nonlinear mertial effects included, but the present discussion 
is confined to simple linear flow equations. 

The appearance of apparent flow singularities due to 
unphysically sharp mathematical corners is discussed (see 
Appendix), but the problem is resolved by considering the 
corners to be slightly rounded in the numerical computations. 
This is consistent with the continuum approximation and 
more realistic regarding actual solid boundary geometries. 
The stagnation point regions are entirely regular and are 
always located within the cavity. 

The pressure-driven axial flows are related to our earlier 
solutions for steady rectilinear flow through noncircular ducts 
[2]. The matrix capacitance method used here is carried out in 
coordinates appropriate to the present annular geometry. 
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Fig. 2 The rounded corner in finite-difference approximation 

Steady annular shear flow (Couette flow) and the rectilinear 
flow through the annulus are both viscometric flows and have 
been used for the measurement of shear viscosity for both 
Newtonian and non-Newtonian fluids. The addition of the 
sector cavity to the geometry makes the flows nonviscometric, 
but for a certain rheological constitutive model, namely a 
"second-order fluid," the Stokes velocity fields are the same 
as the flow fields calculated here for the Newtonian fluids [6]. 
Then we can use the planar wall shear results to predict the 
first normal stress difference along the flow boundaries for 
the second-order fluid [7]. From the rectilinear flow fields we 
can calculate the second normal stress difference distribution 
along the walls for the second order fluid [8, 9]. In each case 
the "pressure-error" of the pressure measured at the bottom 
of the cavity under the flowing non-Newtonian fluid can be 
predicted. 

The combination of the two flow solutions in any 
proportion in a given geometry describes a swirling flow that 
has fluid parcels traveling on smooth helices in the annulus 
opposite the cavity, but it reveals a more complex 3-D flow in 
the vicinity of the cavity. While it is widely recognized that 3-
D turbulence produces efficient mixing, it is not clear how 
much is due to the randomness of the usually high Reynolds 
number flows, and to what extent the 3-D shearing is an 
important agent. The present configuration offers the unique 
opportunity to study laminar mixing in a controllable 
situation, where the steady convective velocity fields can be 
predicted and measured. 

Analysis 

A Circular Shear Flow Over a Sector Cavity 

1 Basic Equations. The normalized streamfunction equation 
for steady incompressible Newtonian 2-D Stokes flow is 

in circular cylindrical coordinates [?j = \n(R/R0), 6]. The 
form of the Laplacian operator is only slightly different from 
the more familiar Cartesian form. The vorticity magnitude fi 
= I V X q I. where q is the velocity normalized by V2 = outer 
cylinder velocity, satisfies 

fi=-V2i/' and V2Q = 0. (2) 

V4i/' = \dv2 de2Jl 
^ = o , ( i ) 

The normalized pressure field P = pR0/fj.V2 also satisfies a 
Laplace equation and there exists a complex potential 4> = fi 
+ iP where fi and P are orthonormal conjugates (and thus 
coupled by Cauchy-Riemann relations). 

2 Viscous Boundary Conditions. On a solid stationary 
surface viscous nonslip requires \p = constant and d\j//dn = 0 
where n is the normal to the surface. The nondimensional 
tangential fluid velocity component (v) must be the same as 
the moving wall at outer arc; the normal velocity component 
(u) is zero. In the numerical solution of the coupled partial 
differential equations (2), corresponding vorticity boundary 
conditions are required (e.g., Q = ~d2\(//dn2 on the solid 
fixed surfaces). 

If the viscous solution is known, or assumed known, at 
specified fluid boundaries and these close the flow domain, 
the elliptic viscous problem is usually well-posed 
mathematically. An exact solution then exists and is deter­
ministic. The difficulty of realistically modeling a cavity flow 
is tied to the problems of locating the main dividing 
streamline that separates the given shear flow from the cavity 
and specifying conditions along it. These depend upon the 
shear flow and the geometry. 

The corner regions require special consideration. For in­
stance, if we try to substitute the moving solid wall for the 
fluid dividing streamline for small shear flow gaps (R2 — Ro)< 
we invite trouble. At the corners the vorticity and pressure 
become infinite [10]. The singularities arise because the 
mathematical problem presupposes impossible sharp jumps in 
velocity from zero on the side walls to a finite one on the 
moving wall. 

The assumption of a sharp square convex edge on the cavity 
under the shear flow is also unrealistic and introduces its own 
singularity complications to the problem. A mathematically 
sharp edge implies an infinitely small radius of curvature, 
which is inconsistent with incompressible continuum 
mechanics that can only describe phenomena on a length scale 
many times a mean molecular path length due to thermal 
agitation. Such a sharp corner implies a jump in normal 
derivative and induces locally infinite vorticity (as shown by 
asymptotic theory) [11]. Real corners are rounded and 
normals continuous along the surface. For valid finite-
difference flow calculations the "corner point" must be a 
fluid point, not a wall point, if the local radius of curvature 
Rc is less than the mesh size, Fig. 2(a). For larger Rc more 
points may be involved, Fig. 2(b). If separation takes place 
near a "sharp" corner, the singularity situation is exacerbated 
(Appendix), but there is no difficulty with rounded corners. 

Sharp or rounded concave square corners on the bottom of 
the cavity do not make much difference to the overall cavity 
flow solution because no singularities are involved. A 
rounded corner merely means a local finite 90 deg sector flow 
instead of the sharp angle solution, i.e., a finite number of 
separation eddies of diminishing size and intensity rather than 
an infinite number. (No more than one square corner eddy has 
ever been observed [12 and 13]). 

Of course, it is possible to consider an analytical solution to 
the same physical problem. Much as in the fashion demon­
strated recently for planar shear flow over rectangular cavities 
[5], appropriate infinite series solutions that satisfy the linear 
flow equation in the annular region and in a sector can be 
developed. Such solutions must satisfy nonslip boundary 
conditions on the solid isocoordinate walls and match normal 

Journal of Fluids Engineering DECEMBER 1982, Vol. 104 / 501 

Downloaded 02 Jun 2010 to 171.66.16.89. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Circular arc 

i0.527x 10"' 

Fig. 3 Shear flow over a 10 deg sector (« = 0.527, 0 = 5 deg, y = 
1.1735): null streamfunction and vorticity contours (^s is the dividing 
streamline) 

and tangential stress over the common fluid boundaries 
(including the open arc at rj = 0). However, such a tour de 
force still would not resolve the physical flow in the im­
mediate corner region, for the matching arc must include the 
sharp corner point. The series' convergence fails at that 
singular point [14]. 

If the solid corners are realistically rounded for a con­
tinuum calculation, the series matching technique in separated 
coordinate solutions will not work. In principle, it should be 
feasible to conformally map the flow area to a smooth an-
nulus and to solve the (still linear) flow equations in that 
transformation plane. Smoothing corners in a simpler context 
has been considered, for instance the removal of the 
Christoffel-Schwarz mapping singularity at a sharp corner 
between two flat plates [5]. Preserving the features of the 
relative geometry of the sector cavity and the circularity of the 
annulus would no doubt lead to a rather complicated mapping 
and correspondingly complex transformed partial differential 
flow equation. Closed analytic solutions may be possible, but 
they have not yet been demonstrated to the author's 
knowledge. In the meantime we can use the less sophisticated 
finite-difference approximations to visualize the flows. 

3 Method of Numerical Approximation. Since a perturbation 
to a Stokes flow does not propagate very far up-or-
downstream of the disturbance, undisturbed inlet and outlet 
circular shear flow was set at locations 8 = ±3/3. In (r;, 6) 
coordinates, i/-(r?) = C,[v + ^ ( l - e 2 ' ) ] and Q(r/) = 2C, 
with C, = 2[2?)2 + (1 - e2'2)] ~ ' . At mesh points on the solid 
boundaries viscous nonslip was satisfied to second-order, 
0(h2). 

Successive over-relaxation of the finite-difference ap­
proximations of equations (2), alternating between \p and Q 
with different relaxation factors, was the numerical scheme 
used [16]. The relaxation factors were not optimized. The 
corners are slightly rounded according to Fig. 2(a). 

B Pressure-Driven Axial Flow 

/ Equations and Boundary Conditions. Using RQ as the 
reference length, the viscosity coefficient ix and the pressure 
gradient magnitude \dp/dz\, a reference velocity W0 can be 
defined: W0 = (RQ

2/fi) I dp/dz I. Then the normalized axial 
velocity is w = Wl WQ. The steady parallel flow equation is 
reduced to 

, / d2 d2 \ 
(3) 

[Alternatively we could normalize by Wmax, the maximum 
velocity in the undisturbed annulus. It would change the 
constant on the right-hand side of equation (3).] The viscous 
nonslip boundary condition is w = 0 on the stationary solid 
walls. 

2 Method of Solution. The problem is laid out on a rec­
tangular finite-difference mesh of (r/, 9). A variant of the 
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Fig. 4 Angular variation along the dividing streamline under incoming 
constant shear flow, for vorticity, velocity, and geometry (corre­
sponding to Fig. 3) 

capacitance matrix method used for Cartesian problems [2] 
allows direct matrix inversion to the solution w(t], 6). 

Results 

A Circular Shear Flow Over a Cavity 

1 10 deg Sector. The flow solution for a finite sector of total 
angle 2/3 = 10 deg and a = Ri/R0 = 0.527 under a shear 
flow with 7 = R2/RQ = 1.1735 was carried out by the finite-
difference technique with h„ = 0.010, he = 0.0055. The shear 
flow gap is almost exactly the chord gap, Fig. 3. Results 
reveal the characteristic curves of the vortices shown in the 
figure. The main dividing streamline \ps that separates the 
shear flow from the cavity flow is nearly a circular arc; see 
Fig. 4. The internal dividing streamlines (and the vortex they 
enclose) are essentially the same shape as in a previous cavity 
sector model [17]. Bottom concave corner vortices are also 
seen, just barely. 

The vorticity distribution along the dividing streamline has 
a maximum at the center and goes to zero at both walls Fig. 4, 
but the curve is fuller than the assigned vorticity function in 
the independent sector cavity model [17]. The approximate 
velocity distribution along the separating streamline is also 
shown. Qualitatively the velocity distribution resembles the 
vorticity distribution; neither is constant. 

However, even though the main separating streamline is 
closely approximated by a circular arc, this arc is not located 
exactly at r = 1. The contour is located within the cavity a 
short distance below r = 1. U R0 is 10~' m, a reasonable size 
for a small laboratory experiment with a Couette apparatus 
after Fig. 1, various corresponding dimensions are shown on 
the right side of Fig. 3. A dip of the bottom streamline of the 
shear flow about 1 mm into the cavity is predicted, a 
measurement that would require fairly precise streamline 
location. 

2 A Sector of 30 deg. Another example of the same circular 
shear flow over a wider sector of the same depth was carried 
out (a = 0.527, |8 = 15 deg, 7 = 1.1735). The meshes were A, 
= 0.010 and he = 0.0165. The location of the main 
separation streamline is given in Fig. 5. The contour is not a 
circular arc; it arches up out of the cavity into the annular 
region as if lifted by a Magnus effect of the strong vortex in 
the cavity. Yet the stagnation points are slightly deeper into 
the cavity than for the narrow (10 deg) sector. The peak 
vorticity on this inversely curved dividing streamline of the 
wider sector is higher than for the narrow cavity. The relative 
central vorticities are 1.5 but both are smaller than the inlet 
vorticity, as expected, because the fluid opening has less 
frictional drag than a solid wall. 

B Axial Flow 

The pressure-driven flow through the circular annulus is 
well-known. In (ij, S) coordinates it is expressed as W(JJ) = 
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a] Flow lit'lil 

Fig. 5 Shear flow over a 30 deg sector (« = 0.527, /S = 15 deg, y = 
1.1735). (The incoming circular shear flow vorticity is designated ttc.) 

4°f 
Fig. 6 Isovels for rectilinear flow in the noncircular annulus with a 10 
deg sector (« = 0.619,0 = 5 deg, 7 = 1.1735) 

(1/4) {1 - exp(2i;) + (i?/T/2)[exp(2ij2) - 1]). It is easily 
verified that this satisfies w = 0 on ij = 0 and TJ2 = ln(/?2//?o) 
= In 7. The change in isovels when the flow area is enlarged 
by the slot cavity is seen in the figures showing the computed 
results. 

1 10 deg Sector. Figure 6 shows the axial flow in the annulus 
sector configuration a = 0.619, /3 = 5 deg, 7 = 1.1735. It 
nearly corresponds to Fig 3.' The interior curves are isovels 
and the corresponding undisturbed Wmsx circular arc is shown 
dashed for comparison. 

2 30 deg Sector. Figure 7 shows the axial flow in the annulus-
sector configuration a = 0.619, j3 = 15 deg, 7 = 1.1735. The 
disturbance due to the wider sector is quite marked, and the 
peak velocity is greater than five times the undisturbed Wmn. 

Discussion 
A Planar Shear-Cavity Flows 
The present numerical results have established: 

1 The stagnation points of the dividing streamline fall 
inside the cavity. 

2 The total dividing streamline is not confined to the 
cavity, but may be located partially in the shear flow region. 

3 Neither the velocity nor vorticity are constant along the 
dividing streamline but both go to zero at the cavity walls. 

The program was restricted in the number of meshes in the r\ direction. This 
limitation could be removed, but it was not felt necessary to rewrite the 
program since the results were intended for qualitative illustration rather than 
fidelity to an arbitrary domain. 

Journal of Fluids Engineering 

Fig. 7 Isovels for rectilinear flow in the noncircular annulus with a 30 
deg sector (« = 0.619, /J = 15 deg, y = 1.1735). The numbers on the 
isovels represent multiples of undisturbed W m a x 

The variation of location of the dividing streamline with 
geometry qualitatively agrees with that shown earlier for the 
rectangular cavity flows [3], including the dividing streamline 
partially within the shear flow for wide cavities. (See previous 
Fig. 7.) Those coarse finite-difference simulations were direct 
solutions of the biharmonic streamfunction equation and the 
vorticity values were not calculated. The present (ip, fi) 
computations are finer mesh and quite accurate because the 
wall vorticity approximation is 0(h2). The order of accuracy 
has been established by comparison to an exact analytic 
solution where only eight radial points in the upper cavity 
vortex gave velocity errors about two per cent [17]. The 
present wide sector cavity has 16 radial points in the same 
vortex so the velocity resolution should be four times better. 
The universal criteria for wall stagnation regions are satisfied 
[18]. The flow features revealed in the disturbed shear flow 
and the circulation within the cavity are capable of 
verification by accurate measurement, say by laser doppler 
velocimetry. 

B Axial Flows 
The interaction of the slot (sector) flow and the rectilinear 

annulus flow is most apparent near the symmetry centerplane. 
The numerical results have established: 

1 The axial flow vectors are enhanced in the annulus by the 
presence of the slot, and increase as the size of the sector 
increases. 

2 The peak velocity of the annulus-sector geometry may lie 
in the annulus or it may be in the cavity. 

C Three-Dimensional Flows 
An undisturbed Couette shear flow plus annular Poiseuille 

flow combination has steady helical pathlines on circular 
cylinders. Everywhere U = 0 while V(r) and W(r). The pitch 
of a particular streamline relative to the axis direction depends 
on the radius of the circular cylinder upon which it travels and 
the ratio WmiJV1. The flow pattern is independent of 
Reynolds number formed either with longitudinal Wmax or 
outer cylinder velocity V2. 

Now consider a combination of the Poiseuille flow through 
the annulus with cavity (with distorted noncircular W isovels) 
and the Stokes circular shear flow and cavity interaction. The 
in-plane shearing motion has U(r, 0) and V(r, 6) in and near 
the cavity. Steady pathlines 180 deg from the cavity cen­
terplane will be essentially the same as the annular composite 
flow of the paragraph above, but near the cavity the 
deviations can be considerable. All three velocity components 
U, V, and W contribute to the 3-D motion, in a fashion too 
difficult to describe adequately in a brief paper. However, the 
individual contributions of the Stokes in-plane vectors and the 
longitudinal vectors can be combined to give the full three 
component vector velocity V of each fluid particle at every (R, 
0) location. The superposition is strictly valid for Stokes flow 
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for we have neglected the nonlinear inertial term Re(V" V V) 
in the analysis. That term in the Navier-Stokes momentum 
equation requires a much more involved simulation in 
primitive variables, velocity and pressure, instead of the linear 
equations we have used. (One could iterate from the present 
Stokes solutions.) The solution must depend on Reynolds 
number Re = (V2R0/v) and the ratio Wmax/V2 as well as 
geometry. 

The effect of the 3-D shearing on the mixing of Newtonian 
fluids should be considerable. The steady helical motion in the 
simple annulus creates differential transport. The complex 
motion in the cavity region for the sector-annulus geometry 
will act as a periodic churning for the traveling fluid parcels. 
The laminar mixing should also be effective for non-
Newtonian polymers [19], where turbulent mixing requires 
prohibitive power input. In a practical device more than one 
sector would improve efficiency, of course. But it is clear 
from the analyses that a large number of narrow sector 
cavities will not provide the same mixer as a small number of 
wide sector cavities for equal V2 and Wmm. 

Conclusion 
Unsophisticated numerical simulations of circular shear 

flow-cavity interactions have been demonstrated for Stokes 
flows. More validly than previous independent 2-D cavity 
sector models [1, 17] they reveal the similarities and dif­
ferences of various real viscous flows as they relate to the 
boundary geometry. In conjunction with rectilinear flow in 
the corresponding geometry we can predict features of 3-D 
flow which will be important in heat and mass transfer. The 
annulus-sector geometry (not previously studied in detail) 
lends itself to experimental investigation better than Cartesian 
simulations. 
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A P P E N D I X 

Shear flow separation at convex corners and edges is a topic 
of concern to experimenters and theoreticians. In Batchelor's 
textbook [20] are the statements, ". . .the boundary layer 
always separates at the salient edge . . . ," and "It leaves the 
edge tangentially to the upstream face." The section is part of 
a chapter on flow at large Reynolds number and the "fixed" 
two-dimensional separation at an edge is the view of 
aerodynamicists in general. However, formal global 
theoretical analyses of Stokes flow shows separation is not 
necessarily fixed at a sharp edge [21, 22]. Likewise global 
Stokes analyses for uniform flow over smooth bodies with 
concavities indicate the stagnation points are located within 
the concavity [23], just as the present numerical results in­
dicate stagnation points within the cavity. 

A sharp corner (and the resulting discontinuity of slope) has 
presented a dilemma to numerical analysts who have handled 
it in various ways [24]. We had previously explored the dif­
ferent corner techniques with the final conclusion that the 
physical corner can never be mathematically sharp and that it 
always possesses a smoothly varying normal (in the con­
tinuum sense, not on a molecular scale). So locally the 
"corner point" is another fluid point, or if the mesh is 
sufficiently small to see the rounding of the corner (Fig. 2(b)), 
the wall approximation is achieved by "short-leg" 
calculations. Either way, on a smooth convex corner the 
separation line and null vorticity curve locally satisfy smooth 
wall criteria [18] and there is no singularity. This compares to 
the assumption that the corner is mathematically sharp and 
the vorticity (and pressure) goes to infinity as r — 0 [11]. If 
there is separation in the vicinity, Weinbaum wrongly implies 
a constant angle of dividing streamline departure [11], neither 
tangent to the oncoming shear flow nor the angles shown by 
the present calculations. 
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Development of Secondary Flow 
and Vorticity in Curved Duets, 
Cascades, and Rotors, Including 
Effects of Viscosity and Rotation 
This paper is concerned with the numerical solution of the secondary vorticity 
equations in curved ducts, cascades, and rotors. The classical approach of splitting 
the flow into primary and secondary flow fields is employed and extended to in­
clude effects of viscosity, rotation, and density stratification. Ail elliptical effects 
are neglected and the Crank-Nicolson method is used to solve the secondary vor­
ticity equation. The secondary flow field is obtained by solving a Poisson equation 
using a successive over-relaxation method. The results are compared with 
theoretical and experimental data from stationary ducts, compressor and turbine 
cascades. The agreement is good for most of the cases. 

Introduction 

Secondary flow is produced when a streamwise component 
of vorticity is developed from the deflection of an initially 
sheared flow. Such secondary flows occur when a developed 
pipe flow enters a bend or cascade or a rotor, or when a 
boundary layer meets an obstacle normal to the surface over 
which it is flowing. One of the most important engineering 
aspects of secondary flow occurs in turbomachinery 
aerodynamics, where boundary layers growing on the casing 
and hub walls of the machine are deflected by rows of blades, 
stationary and rotating. At a sufficient distance from the 
walls, viscous effects are negligible and the normal pressure 
gradient is balanced by the centrifugal force due to the 
streamline curvature. However, the fluid within the boundary 
layers does not have sufficient momentum to balance the 
pressure gradients imposed by the inviscid outer flow. The 
result is a cross-flow component containing vorticity aligned 
in the streamwise direction. This results in flow losses, vor­
ticity development, and flow deviation in the tangential and 
radial directions. The efficiency of the rotor is also affected 
by this secondary flow. 

The primary assumption leading to the existing theoretical 
descriptions of secondary flows is that viscous effects produce 
a boundary layer on the wall upstream of the blade row, 
whereas within the blade row the imposed pressure gradients 
play the major role and viscosity has little effect on the 
resulting secondary flows. This assumption is characteristic of 
what is generally termed inviscid secondary flow analysis or 
"classical secondary flow theory" [1, 2, 3]. All these earlier 
analyses, reviewed in reference [3], are based on assumptions 

that the flow perturbations occur mainly in the cross section 
of the bend or cascade and that the perturbations due to 
secondary flow in the streamwise direction are small. This 
linearization approach uncouples the primary and secondary 
flow fields. 

In general, these linearized theories provide accurate 
prediction of the spanwise exit-flow angle for the small 
turning angle in the inviscid regions. When features of the real 
flow are modelled, i.e., Bernoulli surface displacement, 
rotation, and viscous effects, the overturning near the end 
wall is reduced [4]. 

An exact approach would be to solve, numerically, the 
entire viscid or inviscid equations which do not uncouple the 
primary and secondary flow fields. Such attempts are 
presently being pursued by several groups [5-9]. However, 
these methods are quite complicated and time-consuming. 
The advantage of the classical approach lies in its simplicity. 
The objective of this paper is to extend the classical approach 
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by introducing the effects of viscosity, rotation, and inlet 
density gradients on the development of the secondary vor­
ticity in curved duct and turbomachine blade passages. The 
agreement between the predictions from this analysis and 
several experimental data is shown to be good. 

Analysis 

• The most generalized form of the equations for the 
secondary and normal vorticity in a rotating intrinsic coor­
dinate system was developed by Lakshminarayana and 
Horlock in reference [10]. The coordinate system used is 
shown in Fig. 1. s is the relative streamline direction, n is the 
principle normal to the streamline direction, and b is the 
binormal direction, s, n, b form an orthogonal coordinate 
system. 

The relative secondary vorticity £, and the relative normal 
vorticity f„ along the relative streamline are given, respec­
tively, by the following equations [10] 

A ( k) = Ik. + i?L HE. X [ dp dp dp dp 
V pw/ pwR p2w ds ds \pw/ pwR 

2fi- v w 
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p3vv w2 I 

S* V 
pw' p2W2 

4 1 
+ s . v 

3 pw2 

• s« v 
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db dn dn db 

( i ) x , x f 

] 

( — j X v (v -w) (1) 

ds 
(f„VV): tb-

w dab 20. vf 
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1 VdP dp dP dp 1 ft. 2 
+ 'p2 I ~ds ~db ~ d~b ~ds J + n " ~p V 

( — j x v x f + - n - ( v l — j x v ( v .w)J (2) 

For an incompressible stratified fluid in b direction, the 
above equations simplify to 

d 

Us 

ds 

( $ • 

(f»w) = 

2r„ 
wR 

1 dp dP 

p2w2 db dn 

20* v w 
+ ;—+~ S» V 

w' pw' 

w da,, 20. w 
- - * ( £ • „ + 2 0 , ) + - * -
ab ds R 

(3) 

-20, 
dw 

Ys 

1 dP de ix 
+ n» — v 

P p2 ds db 
(4) 

These equations will be solved in the region close to the wall 
where the inlet vorticity is present, i.e., in the boundary layer 
region. 

Employing the usual boundary layer approximations, it is 
assumed that the pressure is imposed by the inviscid flow field 
and that the viscous effects are important only in the direction 
normal to the wall, i.e., in the b direction. So we can set 

dP dP0 
-p-

dn dn R 

s« 
pw' 

n« 
M l!= 

pw2 db2 

/* a2f„ 
db2 

Furthermore, we can write 

20- v w 2 / dw dw dw\ 

— — = - 5 i o , — +o„ — +n„—) 
w2 w2 \ ds dn db / 

In most practical situations, f6 is zero. Hence, dw/dn = 
Also, f„ = dw/db. Hence, 

/ dw w \ 

(^Ys+Q"lf+^") 

w/R. 

20- v w 2 , 
2— = " I I °-

w1- w'-Assuming dab/ds = 0, and noting that the first term on the 
right side of equation (4) is very small (since fb = 0 and T is 
usually very large with these assumptions), equations (3) and 
(4) reduce to, 

N o m e n c l a t u r e 

ab = relative streamline spacing in the b 
direction 

b0 = height of the blades/height of the duct 
P = static pressure 
R = radius of curvature of relative 

streamline 

R. = -

s,n,b 
u,v 

w 
Wa 

W{ 

0 

W,'5 

5 = 
5* = 

i = 
X = 

A* = 

l "Pi 
= Reynolds number 

the duct (or spacing in width of 
cascade) 
intrinsic coordinate system (Fig. 1) 
secondary velocities in b, n directions, 
respectively (Fig. 1) 
relative velocity inside the shear layer 
free stream relative velocity 
free stream relative velocity at inlet 
relative air angle measured from the 
axial direction 
boundary layer thickness 
boundary layer displacement thickness 
relative vorticity/absolute vorticity for 
0 = 0 
stagger angle 
molecular viscosity 

ft.'./CM*. 
V 

p 
Pi 

T 

T0 

+ 
0 

As,An,Ab 
Aa2 

Subscripts 
s,n,b 

0 
1 
2 

Superscripts 

bold face 

= eddy viscosity (equations (10) and (11)) 
= kinematic viscosity 
= density 
= reference density 
= radius of torsion of the streamline 
= wall shear stress 
= secondary stream function 
= angular velocity 
= stepsize in s,n,b direction 
= change in outlet angle due to secondary 

vorticity 

= components in intrinsic coordinate 
system 

= reference/inviscid/free stream values 
= inlet of the blade row 
= outlet of the blade row 

= nondimensional quantities/passage 
averaged quantities/time averaged 
quantities 

= vector• 
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Equa t ions (5) and (6) are valid for laminar flow. In case of 
turbulent flow the last te rm in equat ions (5) and (6) become, 
respectively, 

i a2 r 1 i a2 r i 
pw2 db2 L J p db2 L 

The derivat ion of these terms are given in Appendix 1. 
One of the major assumpt ions of the present me thod is tha t 

the streamwise w(s,b) velocity profile is assumed known. 
Since no bounda ry layer growth is al lowed, it is reasonable to 
neglect the viscous te rm in the normal vorticity equat ion . 

Equa t ions (5) and (6) are nondimensional ized using the free 
s t ream velocity (Wx) a t the inlet as the characterist ic velocity, 
the inlet bounda ry layer thickness 5, as the characterist ic 
length, and some reference density p \ . The bounda ry layer 
growth th rough the duct or blade row is neglected. 
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The resulting equations are given by 
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Equa t ions (7) and (8) can be solved for the values of f„ and 
fs at any given locat ion. Since these equat ions are decoupled, 
the value of f„ can be derived from the solution of equat ion 
(8), which can then be substi tuted in equat ion (7) to derive the 
value of ts- Solution of the inviscid terms of these equat ions is 
available for many simpler cases [1-4, 10], but the numerical 
or analytical solut ion of the streamwise and normal vorticity 
equat ions with the viscous terms has never been a t tempted 
before. 

Knowing the value of f5 a long the mean streamline, the 
secondary velocities u, v in the transverse plane can be derived 
from the numerical solution of the Poisson ' s equat ion for the 
secondary s t ream function 

t(b,n) (9) 

where u and v are per turba t ion velocities (from initially zero 
values in the pr imary flow) in b and n directions. Expressions 
for these are given respectively, by 

u â  dt 

dn Wx db 

where b and h are rectilinear coordinates . 
The change in the outlet angle (or deviation angle from the 

p r imary flow) can be obta ined from the equat ion 

Aa2 = tan ' -
w 

It should be emphasized that the calculation procedure 
outl ined here assumes that the pr imary flow is known 
[w(b,n,s)]. Utilizing this value and equat ions (7), (8), and (9), 
the secondary vorticity ( f s ) , no rmal vorticity (f„) , and 
secondary velocities (« , v) are calculated. In the numerical 
scheme presented in the next section, it is assumed that the 
secondary vorticity is constant in the h direction (which is t rue 
in most practical s i tuat ions) , hence f = f(f r ) , and the 
equat ions are solved in the ( i b) plane along the mean 
streamline using a marching technique. The mean streamline 
is the s treamline at the mid-passage and is the mean (vectorial) 
between the streamlines near the pressure and suction sur­
faces. 

Turbulence Closure. To study the effect of turbulence in the 
development of secondary flow, eddy viscosity is used in 
equat ion (7). The eddy viscosity is modelled as follows [11]: 

for 0 < b < bk 

^ = p[kb[l-exp(--^)]} dw 

d~b 
(10) 

for bk < b < 5 

^'=pk2W05*/[\+5.5(b/8)6] (11) 

where A , k, and k2 are constants , given by values k = 0.4, A 
= 26, andfc2 = 0.017. 

The value of bk which delineates the range of validity of 
equat ion (10) from equat ion (11) is obtained from the 
requirement tha t the eddy viscosities must assume equal 
values there. Hence , 

\x'e = ni' for b = bk 

Numerical Solution and Boundary Conditions 

Equa t ions (7) and (8) are solved along the mean streamline 
of the duct or the blade passage in the boundary layer region. 
The solut ion is marched in the downs t ream direction using 
Crank-Nicolson me thod . This procedure neglects any 
elliptical effects. This assumpt ion is good provided there is no 
flow separa t ion . The streamwise velocity profile (pr imary 
flow) is assumed to be known. 

The S coordina te is the time-like variable. The equat ions are 
approx imated at the location (/ + 1/2, j), where the index i is 
the mesh point in the streamwise direction and j is the mesh 
point in the b direct ion. Since equat ion (8) is uncoupled from 
equat ion (7), the value of (f„)i+ij can be evaluated from the 
known value. The rest of the quantit ies in equat ion (8) are 
known either from the pr imary flow solution, geometry, or 
the fluid proper t ies . The finite difference form of equat ions 
(7) and (8) are , respectively, 

-Adfoi+u-t + ( 5 , +2A2)as)i+ij-A,CUi^J+i 

= A*(Zs)ij-i + (B.-lA^CUij+AdDij^+C, (12a) 

#)ttn)i+lJ=B4(t„)lj + C2 (126) 

Cons tan t s A x -A6, Bx, B2 and C in the difference equat ion 
(12a) are given by 

1 

•L LRe pw2 li+\nj 2(Ab)2 
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Fig. 2 Flow chart of the computer program 
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Constants53 , BA, and C2 for the difference equation (12ft) 
are given by 

B, 
As 

' I R 

4 As 

2Qsw aw 1 9P0 9P I i+W2J 

Knowing the value of (f„), + , j , the value of f5 at the new i 
station can be found from equation (7). The method is stable 
for all values of the ratio As/ (Ab)2, where As and Ab are the 

step sizes in s and b directions, respectively. The method 
converges with discretization error 0 [(As)2 + (A52)]. 

Knowing f6., equation (9) can be solved to derive the values 
of u and v. Equation (9) is solved by the successive over-
relaxation method. The boundary condition is \j/ = 0 along all 
the wall surfaces. The numerical method uses the following 
iteration scheme: 

(*) / j + , ) =(*) / ;»+ 

+ (*>tfli-4(*)1</ 
i in). h2«s) ] 

(*)/r.° 
(13) 

where h is the stepsize h = An = Ab and to is a relaxation 
parameter given by 

8-4V4^c? 

with a = cos(ir/M) + cos(7r/7V) where M and TV are, 
respectively, the total number of increments into which the 
horizontal, i.e., n, and vertical, i.e., b, sides of the rec­
tangular region are divided. More details of the solution for 
equation (13) can be found in reference [12]. 

Initial and Boundary Conditions. The initial conditions at 
the inlet of the passage are prescribed [vv( 5) , f„0, f,o> P (b)], 
and the angular velocity is known. 

The boundary conditions for equations (7) and (8) are as 
follows. In the inviscid or vortex free region, £s = f„ = 0. 
The boundary conditions on the wall surface for fs are 
derived iteratively from the solution. Initially on the wall, f„ 
= (f„)ini« = constant and & = (£s)Ma + 2s/R (f„)wa„. 
Thus, the inviscid expression for the secondary vorticity 
derived by Squire and Winter [2] is prescribed initially. The 
values of f, on the wall surface are continuously updated 
during the computation. Utilizing these initial boundary 
conditions, equations (7) and (8) are solved in finite difference 
form (e.g., equation 12). Knowing & everywhere, equation (9) 
for \p is solved numerically. Utilizing this zeroth ap­
proximation, the boundary condition on the wall surface 
[(fs) waul c a n be updated using the equation 

( fj ) wall = ( — 7 t^wal! + 81//̂  ^vall+2)/2(Afc)2 

where $waii + ii i/\Vaii + 2 represents values at the grid points 
away from the wall. The first term on the right-hand side is 
zero. This form is of second-order accuracy [13]. With this 
new information, values of ls, i/-, v, u can be determined. This 
procedure is repeated until the convergence is achieved. The 
calculation then proceeds to the next s station. The secondary 
vorticity and secondary flow field throughout the passage is 
thus determined. The computational flow chart is shown in 
Fig. 2. 

In the present analysis, the boundary condition on the wall 
for the secondary vorticity is unknown and should come out 
of the solution. Since the secondary vorticity peaks near the 
wall, the accuracy of the solution depends on the accuracy of 
f, calculation near the wall. The presence of large gradients in 
eddy viscosity makes the problem very sensitive to the 
calculations near the wall. To overcome these difficulties a 
large number of grid points were chosen near the wall. 

Prediction and Comparison With Experimental Data 

To check the analysis, assumptions, and numerical 
technique, the results of the computer program are compared 
with the following experimental and analytical results. 

(a) Hawthorne's [14] analytical results. 
(b) Experimental data from curved duct [2,15]. 
(c) The compressor and turbine cascade data [16,17,18]. 
(d) Model rotors are used to study the effects of rotation 

and the inlet density stratification. 
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Fig. 3 Comparison between Hawthorne's [14] theoretical results and 
the predicted change in average outlet angle for S/S = 2 
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Fig. 4 Comparison between experimental and predicted v, u for Squire 
and Winter duct [2] 

Comparison With Hawthorne's Analytical Results. 
Hawthorne, using Squire and Winter's expression [2] for the 
secondary vorticity [f, = (2s/R) (f„ )iniel], solved equation 
(9) for a duct with a large span using a series expansion 
technique. He assumes a (l/7)th power boundary layer 
coming into the duct. The analysis is valid for incompressible, 
inviscid, homogeneous flow in a non-rotating duct. In this 
case, the second and third terms in equation (7) and the 
corresponding terms in equation (8) are zero. He predicts very 
large secondary vorticity at the wall. The results of 
Hawthorne are not accurate near the wall, since the viscous 
effects are neglected^ His results are compared with the 
authors' results for Aa2 for 67S = 2 in Fig. 3. 

The authors' results agree very well with Hawthorne's 
inviscid theory away from the wall. The departure between 
solutions is large (for b < 0.2 8) near the wall where the ef­
fects of viscosity cannot be neglected. It is thus clear that 
inviscid analyses are not valid near the wall, and that effects 
of viscosity should be considered for accurate prediction. 

Comparison With Experimental Data From Curved Ducts. 
Squire and Winter [2] carried out detailed measurements in a 
curved duct with 94 deg flow turning and a 36.6 cm radius. 
The width (S) and height of the channel were 12.13 cm and 
182.4 cm, respectively. The measured inlet velocity (primary 
flow) profile as well as the predicted and measured secondary 
velocity profiles are shown in Fig. 4. In this case, the second 
and third terms in equation (7) and the corresponding terms in 
equation (8) are zero. The flow is assumed laminar. The 
measured values of u (spanwise or b direction) at bib = 0.06, 
which is very near the wall, agree very well with the authors' 
prediction. The prediction from Squire and Winter's [2] 
analysis also is shown. This confirms the earlier conclusion 
that the viscous effects should be included to accurately 
predict the secondary flow near the wall regions. The 
prediction of the secondary, velocity (v) in the n direction 
shows good agreement with the data. 

Lewkowicz [15] carried out comprehensive measurements 

Fig. 5 Comparison between experimental and predicted A«2 for 
Lewkowicz bend [15] 
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Fig. 6 Comparison between experimental and predicted cross flow 
velocity profile at the exit of the cascade [17] 

in a curved duct shown as insert in Fig. 5. The predicted 
deviation angle (Aa2 = v/w) variation across the boundary 
layer is in excellent agreement with the predictions from the 
authors' analysis. It is thus evident that the development of 
cross flow in the three-dimensional boundary layer is 
predicted accurately from this analysis. Since the turning is 
small (20 deg) and the radius of the bend is large, this test case 
falls within the realm of a small cross-flow assumption. 
Hence, good agreement between the theory and experiment is 
as expected. The inviscid classical analysis predicts nearly 
twice the measured Aa2 (not shown in Fig. 5). 

Comparison With the Compressor and Turbine Cascade 
Data. The first and fourth terms in equation (7) and the 
corresponding terms in equation (8) are retained for the 
prediction of the flow through cascades described in this 
section. 

Papailiou et al. [17] carried out experiments in a com­
pressor cascade consisting of blades with a NACA 65-12-
A10-10 profile. Other parameters of the cascade were as 
follows: inlet free stream velocity = 44.9 m/s, space chord 
ratio = 0.8, aspect ratio = 2.1, stagger angle = 15 deg, inlet 
air angle = 20.4 deg, and outlet air angle = -23.8 deg. The 
experimental results of Papailiou et al. [17] are compared with 
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Fig. 7 Comparison between experimental and predicted change in 
outlet angle for Marchal and Sieverding's cascade [16] 
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Fig. 8(a) Comparison between experimental and predicted change in 
angle for Langston's cascade [18] 
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Fig. 8(b) Comparison between experimental and predicted cross flow 
velocity profiles for Langston's cascade [18] 

the results of the present analysis for the secondary velocity v 
at the exit of the cascade in Fig. 6. The prediction of the 
present study is better near the wall than the inviscid analysis. 
This provides a validation of the authors' approach in up­
dating the boundary condition for (fs)wan near the wall. 

Marchal and Sieverding [16] carried out experiments for a 
turbine cascade. The cascade geometry was as follows: chord 
= 12 cm, space to chord ratio = 0.725, stagger angle = 
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Fig. 9 Relative secondary vorticity at the exit of the model compressor 
rotor in the casing region 
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Fig. 10 Relative secondary vorticity at the exit of the model turbine 
rotor in the casing region 

-42.5 deg, blade height = 10 cm. The inlet and outlet air 
angles were 0 deg and -67.8 deg, respectively. The Reynolds 
number based on the chord and the_exit velocity was 2.61 x 
105. The experimental results for Aa2 are compared with the 
predictions of the present analysis and the predictions from 
the inviscid analysis in Fig. 7. The inviscid analyses provides 
poor predictions near the wall. The authors' analysis gives 
much better predictions in the entire flow field. 

Langston [18] recently carried out measurements of the 
subsonic flow in a large-scale rectilinear turbine cascade. The 
cascade geometry was as follows: chord = 34 cm, 
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pitch/chord ratio = 0.78, aspect ratio = 0.81, camber angle 
= 70 deg. The inlet boundary layer thickness, displacement 

thickness, and momentum thickness were 3.3 cm, 0.376 cm, 
and 0.279 cm, respectively. 

The predictions of the cross-flow velocity and the yaw angle 
deviation for Langston's [18] cascade is compared with the 
data in Fig. 8. The measurements at station A (Fig. 8(a)) near 
mid-passage at 69 percent of axial chord are used for this 
comparison. The results are quite good since this station is 
away from the suction side of the airfoil, where the separation 
occurs. The authors' prediction is not valid near a separated 
flow. The analysis predicts maximum cross flow at the middle 
of the passage, decaying as we go near the blade surfaces. 
Langston's measurements show an increase in the cross-flow 
velocity when going from Y = 0.903 to Y = 0.766. The 
present analysis gives much better results than the inviscid 
analysis near the wall. 

Model Rotors. Calculations have been made for a model 
compressor rotor and a model turbine rotor in order to study 
the effect of rotation and density stratification on the 
development of relative secondary vorticity. The model rotors 
have the following features. Compressor rotor: ft = 40 deg, 
/?2 = 10 deg, X = 25 deg, W2/Wl = 0.78, 28/b0 = 0.33, 
Qd/W, = 0.188. Turbine rotor: ft = 20 deg, ft, = - 7 0 deg, 
X = 25 deg, W2/Wl = 2.74, 28/b? = 0.75, £25 /^ = 0.56. 

The velocity and density profiles employed in this com­
putation are shown as inserts in Figs. 9 and 10 for the com­
pressor and turbine rotors, respectively. The assumed density 
profile for a compressor rotor (Fig. 9) is of the type en­
countered in thermal boundary layers near the hub and an-
nulus walls. The density profile for the turbine (Fig. 10) 
represents the non-uniformity in temperature at the exit of the 
combustion chamber. The assumed magnitude and profiles of 
velocity and density are arbitrary. 

The contribution to the secondary vorticity development in 
a compressor rotor from various terms in equation (7) is 
shown in Fig. 9. The laminar viscous term has a dominant 
effect near the wall. The turbulence reduces the secondary 
vorticity drastically across the entire boundary layer. The 
rotation and density stratification have appreciable influence 
in this case. It should be remarked here that the contribution 
due to the density stratification will be reversed if the density 
gradients are opposite to those shown in Fig. 9. Such a case 
may occur due to inherent design features of the preceding 
blade row. A similar trend is observed in the case of a turbine 
rotor as shown in Fig. 10. The dominant effect of the term fi„ 
dw/ds is evident from this figure. The rotation effect is op­
posite to those of a compressor for this particular case. 

Concluding Remarks 

The present analysis employs the classical approach of 
uncoupled primary and secondary flow fields so it cannot 
predict any transport of the secondary vorticity and sub­
sequent roll up near the suction side of the passage. However, 
it goes beyond the classical approach by introducing the 
effects of viscosity, rotation, and density stratification on the 
development of secondary vorticity. 

The agreement between the analysis and several sets of data 
in a duct, compressor, and turbine cascade is good in all 
regions. Earlier theories had poor predictions near the wall 
(up to approximately 2/10 of the boundary layer), and this 
has been rectified by introducing the viscous effects on 
secondary flow and vorticity development. Excellent 
agreement between experimental data and the present analysis 
near the wall emphasizes not only the need for a viscous 
analysis for accurate prediction, but also confirms the validity 
of the method of updating of the boundary condition 
developed in this paper. 

The present method can be improved by allowing for the 

change in the streamwise velocity and development of the wall 
boundary layers. 
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A P P E N D I X 1 

Vorticity Equation for Turbulent Flow 
The Reynolds equation for a turbulent flow field is given by 

(V. v)V + ( u ' . v )u ' = — v x ( v xV) 
P P 

+ ^ v ( v . V ) (Al) 

where, V is the mean velocity vector and u ' is the fluctuating 
velocity vector. 

The vorticity equation can be derived by taking the curl of 
equation (Al). All the terms in equation (Al) except the 
expression [(u'« v )u ' ] are expanded in reference [10]. Ex­
pansion of this term follows. 

The fluctuating velocity vector is written as, 

u ' =q'ss + q'„n + q'b\> 

whereq's, q'n, q'b are fluctuating components in s, n, b 
directions. Hence, 
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.du ' du' du' 
( U ' . v ) u ' = 9 ; — + ^ — +q'b-ab (A2) 

Expanding the above expression in intrinsic coordinate 
system [10] and assuming that the flow is incompressible, it 
can be proved 

r 3 —, d QsQ„~\ 
( u ' " " ' ) = s l a s ( ? s ) + a i i (q&n) + (<is<ib)-—^-\ 

\~Q? 3 d -^ d ——-
+ n ^ + T- ^sQ!,) + T- (Q, ) + J7 (QnQb) L R ds dn do 

-;-, 1 - ; - , / ! a a«\~l uT 3 ,~T-,s 

+ T- (Qnd) + jz (ql^+q'sQ'n — 
dn do T 

' O;, 95 J 

, — , l dab 

'b 

The above expression is simplified by assuming that T and R 
are very large, and by neglecting all terms involving 
derivatives in the streamwise and normal direction. The final 
result is 

d d / d T\ 
( u » v u ' ) « s — (qti'b) + n~(q'„q'h)+b^ — q'b

2J (A3) 

Taking the curl of the above quantity and utilizing the 
assumptions made earlier, equation (A3) simplifies to, 

d2 -^~ d2 

v u ' ) = • ( f l ^ i + n — - {q'sq'b) (A4) 

The terms (q'nq'b) and (q'sq'b) can be modeled using the eddy 
viscosity concept 

He dv 

7 ~db 
The secondary vorticity can be written as, 

du dv 

QnQb' 
/xe dw 

QsQb = ^ 7 " 
p do 

(A5) 

fs = dn db 

In most of the cases dv/db > > du/dn, hence £s = - dv/db. 
Since dw/db = f„, the correlations in equation (A5) can be 
expressed as 

QnQb = — £ - QsQb = f« 
P P 

(A6) 

Substituting expressions (A6) in equation (A4) it follows that 

d2 / i t , . \ d2 

(u'« v u ' ) = — s 
db- (7 f-)- i (7 f-) <A7» 

Transferring these terms to the right-hand side of equation 
(A2), the additional terms that appear on the right-hand side 
of equations (A5) and (A6) are, respectively, 
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Modification of Vortex Shedding in 
the Synchronization Range 
One aspect of the synchronization phenomenon, which has attracted little attention 
so far, is the timing of vortex shedding in relation to the displacement of a bluff 
body. Systematic analysis of flow visualization within the synchronization range 
revealed that the jump in fluctuating forces had a simple fluid mechanics origin. 
The oscillating cylinder imposed not only its frequency to the wake behind it but 
also the timing of the vortex shedding. In the lower region of the synchronization 
range, the vortex formed on one side of the cylinder was shed when the cylinder was 
near to the maximum amplitude on the opposite side. This timing changed suddenly 
in the upper synchronization range where the vortex of the same circulation as 
before was shed when the cylinder reached the maximum amplitude on the same 
side. 

Introduction 

General Aspects. When a bluff body is flexible, the vortex 
shedding excites oscillations and the oscillations control the 
vortex shedding. This peculiar interaction is reflected in a 
synchronization of the frequency of vortex shedding to the 
natural frequency of oscillation over a range of free stream 
velocities. The constant frequency of vortex shedding within 
the range of synchronization leads to a continuous decrease of 
the Strouhal number. The maximum amplitude of oscillation 
occurs in the middle of the synchronization range where the 
Strouhal number is significantly reduced in comparison with 
that found behind the rigid cylinder. 

The extent of the synchronization range strongly depends 
on the amplitude of oscillation, buoyancy and shape of bluff 
body, to mention only a few. Only bluff bodies having a 
cross-section either circular or semicircular (D-section) will be 
considered in this paper. The mean feature of synchronized 
vortex shedding is a large magnification of fluctuating forces 
on the oscillating cylinder in comparison with those measured 
on the stationary one. The cause of magnification is at­
tributed to three different origins: 

(/') the shortening of the length of the vortex formation 
region, [1,2], 

(//') the increase in correlation length along the span of the 
cylinder [3, 4], 

{Hi) the increased period of vortex shedding [5]. 
Even a small amplitude of oscillation can considerably 

reduce the length of the formation region in the nearwake and 
thus magnify the fluctuating and time averaged forces. This 
effect was documented by Gerrard [1] for turbulent wakes 
and by Griffin [2] for laminar wakes. 

The cyclic displacement of the oscillating cylinder enhances 
remarkably the spanwise correlation of the vortex formation 

Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the Winter Annual Meeting, 
Washington, D.C., November 15-20, 1981. Manuscript received by the Fluids 
Engineering Division, December 1, 1981. Paper No. 81-WA/FE-25. 

and shedding. This correlation was measured by Toebes [4] on 
a cylinder forced to oscillate at constant frequency and 
amplitude. Finally, the constancy of the synchronized 
frequency means a constant period of time available for the 
vortex formation. Hence, more vorticity is generated with 
increased velocity within and along the synchronization range 
which leads to stronger vortices. Sarpkaya [5] quantified that 
effect in a computer simulation of vortex shedding behind an 
oscillating cylinder. All three effects combined to produce 
stronger and more regular vortex shedding behind the 
oscillating cylinder than that behind the stationary one. 

Specific Aspects. Bishop and Hassan [6] forced the 
cylinder to oscillate at constant amplitude throughout the 
synchronization range and found an increase at first followed 
by a discontinuous fall of the fluctuating and time-averaged 
forces in the middle of the synchronization range. 
Ramamurthy and Toebes [7] verified that discontinuous fall 
for the fluctuating lift force. Stansby [8] found a similar 
discontinuity in base pressure and Bearman and Currie [9] in 
fluctuating side pressure. 

Parkinson and his students [10, 11] discovered that the 
maximum amplitude of a freely oscillating cylinder in the 
middle of the synchronization range coincided with a 
discontinuous jump in phase angle measured between the 
cylinder displacement and pressure fluctuation on its side. It is 
evident that the discontinuity of fluctuating pressures and 
forces in the middle of the synchronization range cannot be 
explained by the three effects discussed earlier. 

Object. One aspect of the synchronized vortex shedding, 
which may have a dominant role within the synchronization 
range, is the timing of vortex shedding in relation to the 
cylinder displacement. It is the main object of this paper to 
analyse flow visualization photographs and try to establish 
two different modes of the synchronized vortex shedding. If 
the two modes exist, then a sudden change from one mode to 
another will lead to a discontinuous change in fluctuating 
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Fig. 1 Synchronized wake of mechanically oscillating cylinder under
various conditions (after Den Hartog, 1934)

pressure around the cylinder and to a discontinuity in
resulting fluctuating and time-averaged forces. The hysteresis
effect found by Bishop and Hassan [6] can be explained then
as the persistence of one mode up to a higher velocity when
the velocity increases and the other mode overlaps to a lower
velocity when the velocity decreases. The hysteresis loops were
found for both, the amplitude of oscillation and phase angle
for the freely oscillating cylinder [10, 11].

Flow Visualization Experiments

Forced Oscillating Cylinder. The earliest flow
visualization experiments have been carried out by Den
Hartog [12]. The flow pattern was photographed around a
mechanically oscillated cylinder towed in a water tank. The
synchronization region was determined after some
preliminary tests "on a single-degree-of-freedom vibrating
system, having the elastic and inertia forces much greater than
the fluctuating wind forces." The system oscillated at its
natural frequency within the range of reduced velocities 3.9 <
W < 4.9 and the maximum amplitude occurred at Wer =4.4.
It has not been stated in the paper whether the same system
was forced to oscillate in the towing tank where flow
visualization was carried out.

Figure I is Den Hartog's original selection of photographs
which summarizes his observations. Four photographs in any
vertical column represent four consecutive positions of the
forced oscillating cylinder with a phase angle of 90 degrees

____ Nomenclature

~N~
Fig. 2 Sychronized wake of freely oscillating cylinder under (a) steady
and (b) unsteady conditions (after Meier·Windhorst, 1939)

between each photograph. In the middle column test 46, the
reduced velocity coincided with that at which maximum
amplitude was found in free oscillations in air. In the left
column, test 45 was carried out at the reduced velocity 10070
below that of test 46, and in test 48 the reduced velocity was
about 10% above that of test 46. Hence the three regimes
represented the beginning, middle, and end of the syn­
chronization range. Den Hartog remarked that in all three
cases the flow was completely periodic, i.e., after each period
of oscillation of the cylinder the same flow pattern was
photographed. He added that outside the synchronization
range (W>4.9 or W <3.9) the flow was nonperiodic.

The common feature seen in all three columns in Fig. 1 is
that the formation of vorticies occurred in the nearwake very
close to the cylinder. For that range of Reynolds numbers the
length of the formation region is now known to be at least two
diameters behind the stationary cylinder. At the beginning of
the synchronization range, test 45, the timing of the lower
vortex shedding seems to take place after the top maximum
amplitude was reached. Photograph 45.2 clearly shows that
the lower vortex is engulfed in the flow coming from the
upper side of the cylinder and a small new vortex having the
same sense of circulation is formed adjacent to the cylinder.
The upper vortex is almost ready to be shed when the cylinder
is at the lower maximum amplitude as seen in photograph
45.3.

Similar flow patterns at slightly different phasing are seen

A

D

L

maximum amplitude of
oscillation of either
forced or free cylinder
diameter of circular
cylinder
maximum fluctuating lift
force
natural or forced fre­
quency of cylinder

v
W

natural vortex shedding
frequency
only within synchro­
nization range
Reynolds number = VD / jJ

Strouhal number =

NvD/V
free stream velocity
reduced velocity = V/ NeD

Wer critical reduced velocity:
at A for free oscillating
cylinder and at L for
forced oscillating cylinder

jJ = kinematic viscosity of
fluid

c/> phase angle
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in the middle column. Test 46 was carried out in the middle of 
the synchronization range but presumably at a reduced 
velocity still less than the critical. Photograph 46.1 shows that 
the lower vortex was shed when the cylinder reached the upper 
maximum amplitude. It is also evident that the upper vortex is 
closer to the apparent axis of the wake than it was in test 45. 
Photograph 46.2 reveals that an almost fully grown upper 
vortex occupies the center of the nearwake suppressing the 
growth of the new lower vortex. Finally, in photograph 46.3, 
the upper vortex is shed while the lower vortex fills the center 
of the nearwake. The location of the shed vortex is below the 
apparent wake axis. Thus, in order to form a correct 
staggered vortex street it has to cross the wake axis and travel 
to the upper side of the far-wake. 

The new feature of the test 48 near the end of syn­
chronization range is a change in the phase of vortex shed­
ding. Photograph 48.1 in Fig. 1 shows that when the cylinder 
reaches the upper maximum amplitude the upper vortex 
(having anticlockwise circulation) is shed by engulfment of 
the flow. This 180 degrees change in phase becomes obvious 
by comparing photographs 46.3 and 48.1 or 46.1 and 48.3. 
Photograph 48.2 reveals the rapid growth of the lower vortex 
positioned above the apparent wake axis. It is instructive to 
follow the displacement of the location of that vortex in 45.4, 
46.4 and 48.2 for the later discussion of the path of shed 
vortices. 

It can be concluded that two modes of synchronized vortex 
shedding exist. In the lower region of the synchronization 
range, the vortex located on the opposite side to the 
displacement of the cylinder is shed when the cylinder is just 
about to reach or has reached its maximum amplitude. In the 
upper part of the synchronization range the vortex adjacent to 
the cylinder's displacement is shed when that maximum 
amplitude is reached. Whether the change from the lower 
mode to the upper one is continuous or discontinuous cannot 
be deduced from the flow visualization shown in Fig. 1. 

Freely Oscillating Cylinder. Another crucial question also 
remains unresolved. That is whether the synchronized wake 
behind a mechanically oscillated cylinder is similar to that of a 
freely oscillated one. The two synchronized wakes should be 
similar at the same reduced velocity if both have the same 
relative amplitude of oscillation. The latter, however, is 
always kept constant throughout the synchronization range 
for the mechanically oscillating cylinder. 

The mechanical displacement of the cylinder at constant 
amplitude triggers the synchronization of the vortex shedding 
frequency before it becomes equal to the forced frequency and 
maintains the synchronization beyond the reduced velocity 
found for the same cylinder freely suspended [3, 6, 8]. This is 
an indication that the synchronized vortex shedding becomes 
more regular and stronger with the increase in amplitude i.e., 
that the phenomenon is fluidelastic as Toebes called it [7]. 

Systematic experiments have been carried out by Meier-
Windhorst [13] by using a freely oscillating cylinder attached 
to a swinging arm and submerged in a uniform water stream. 
The variation of amplitude of oscillation was measured as 
affected by the flexibility, buoyancy and external damping of 
the cylinder arrangement, and was complemented with flow 
visualization on the water surface. Figure 2 shows a selection 
of two photographs from [13]. The top photograph shows the 
synchronized wake as the cylinder approaches the upper 
maximum amplitude. The superimposed white line denotes a 
tangent to the cylinder when it is in the upper extreme of its 
oscillation. Hence the timing of the synchronized wake shown 
in Fig. 2(a) is slightly ahead of the synchronized wakes shown 
in Fig. 1, first row. The flow pattern resembles closely that in 
photograph 48.1. The large anticlockwise vortex is almost at 
the same location in both photographs. The small clockwise 
one is squeezed in 48.1 but well rounded in Fig. 2(a). Meier­
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Fig. 3 Instantaneous positions and paths of vortices in synchronized 
wake of freely oscillating cylinder under various conditions (derived 
from Angrilli et al. 1974) 

Windhorst argued that the dragging of that small vortex 
during the upward stroke reduced the lift force on the 
cylinder. When the same cylinder was stopped and then 
released to build up the oscillation again the flow pattern was 
changed in as much as the small vortex did not appear, as seen 
in Fig. 2(b). This feature supports Meier-Windhorst's [13] 
argument that, in the unsteady regime of the amplitude build­
up, the maximum fluctuating lift force is generated in the 
absence of the small vortex. This modification of the syn­
chronized vortex shedding will be discussed in the next sec­
tion. 

Timing of Initiation and Shedding of Vortices in 
Synchronized Range 

Turbulent Synchronized Wakes. The excellent flow 
visualization sequences recorded by Den Hartog [12] are 
incomplete in two important respects: 

(/) the timing of the initial formation of individual vor­
tices cannot be deduced, and 

(//) the paths of the vortices with opposite circulation 
cannot be traced. 

Angrilli et al. [14] carried out flow visualization of the 
synchronized wake of a freely oscillating cylinder. The ex­
perimental arrangement was identical to that used by Meier-
Windhorst [13] except that the cylinder was not fitted with end 
plates.' 

Four cine films were shot at various reduced velocities 
within the synchronization range. One cycle of oscillation was 
depicted in at least 16 consecutive frames of the cine film. 
This gave a sufficient number of points to trace the path of 
each vortex from its first appearance until it was carried away 
downstream. For a freely oscillating cylinder there was always 
some modulation of the response due to cycle-to-cycle 
variations in vortex formation and shedding, due to free 
stream turbulence and three-dimensional end effects. The 
simultaneous measurement of the displacement of the 
cylinder and pressure fluctuations on its surface were coupled 
with the cine-camera. This enabled to distinguish the sequence 
of frames depicting regular or irregular oscillation. The 
consecutive vortices did not follow the same path at the fixed 

1 Length to diameter ratio was only 1.8 in (13) and 8.6 in (14). 
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reduced velocity during the irregular period of oscillation. In
one cycle chosen near the end of the synchronization range, it
was found that a newly formed vortex moved in the wrong
direction and quickly broke down.

The plots showing the instantaneous location of vortices in
the synchronized wakes were not suitable for direct com­
parison with Den Hartog's data. Figure 3 was derived from
Angrilli's et al. [14] Fig. 5. The instantaneous location of
vortices at 1/4 periods of one cycle are depicted for three
values of reduced velocity. The actual relative maximum
amplitude and reduced velocity are shown under each column.
Finally below each column the average paths of vortices are
shown starting from the first appearance of each vortex.

By comparing the first columns in Fig. I and 3, it can be
seen that all vortices are formed and shed in almost the same
positions in all four sequences. The same similarity is evident
by inspecting the third columns in Figs. I and 3. The middle
column which was chosen to represent the maximum am­
plitude of oscillation shows a distinct jump in the timing of
vortex shedding and appears similar to the sequences shown in
the last column. This might have been caused either by
reaching the maximum amplitude by decreasing the reduced
velocity in the experiment or if the actual maximum amplitude
occurred at slightly lower reduced velocity.

The change in timing of vortex shedding was accompanied
by a distinct change in the path of the vortices along the
nearwake, as seen in the bottom row in Fig. 3. At the
beginning of the synchronization range the path of the vor­
tices is very similar to that found behind the stationary
cylinder. The typical "neck" and "origin" marked by the
shedding and initiation of vortices respectively are moved
closer to the cylinder. The change in timing beyond the critical
reduced velocity gives rise to completely different paths of the
vortices. The vortices are formed first above or below the
cylinder on its way from the upper or lower maximum am­
plitude, respectively. The timing of the vortex initiation at
W = 5.42 is estimated to be between 40-50 degrees after the
cylinder passed its maximum amplitude. The timing of the
initiation gradually decreased to about 10 degrees at W=5.9,
where the amplitude of oscillation was reduced to 0.55D.
Hence it seems that the timing of the initiation of the vortex
formation reduces the lift force towards the end of the syn­
chronization range as argued by Meier-Windhorst [13].

Two aspects of the second mode of vortex shedding will be
emphasized. Firstly the paths as shown in Fig. 3 cross each
other twice. The vortices are formed in such a way that the
two alternate vortices reach the crossing points at different
times, half a period apart. Secondly, the actual position of the
first appearance of the vortex, at the upper or lower side of
the cylinder, requires that the instantaneous separation points
move upstream towards the apparent stagnation point. If this
requirement is not fulfilled, the second mode of synchronized
vortex shedding cannot commence. One example is the
'anomalous' behaviour of the D-shaped cylinder [11]. The flat
upstream side widened the wake and reduced the Strouhal
number to 0.14 for the stationary D-cylinder. The sharp
corners fixed the position of separation and prevented the
switch to the second mode of synchronized vortex shedding.
The result was that as soon as the maximum amplitude was
reached the synchronization ceased [11]. The phase shift of
fluctuating pressure and displacement of the cylinder was not
found by Feng [11].

Laminar Synchronized Wakes. Griffin [IS] carried out an
extensive set of experiments on laminar wakes of a forced
oscillating cylinder. Flow-visualization of the synchronized
wake behind a mechanically oscillating cylinder was per­
formed in air at low Reynolds numbers. A variable-phase
channel on the sine-wave generator allowed the vortex street·
to be photographed at any instant within a cycle of cylinder
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Fig.4(a) W=5.14

Fig.4(b) W= 6.00

Fig. 4 Laminar synchronized wake at Re = 190 of mechanically
oscillating cylinder at constant amplitude of 0.3D (Alter Griffin and
Ramberg, 1974)

oscillation. The initial position of the cylinder was also ad­
justable by means of a time delay system.

Figure 4 shows the instantaneous appearance of a syn­
chronized laminar wake at the same relative position of the
cylinder in the oscillating cycle. The maximum amplitude and
Reynolds number were kept constant at 0.3D and 190,
respectively. The reduced velocity of 5.14 corresponded to a
lower synchronization range and W = 6.00 to the upper
synchronization range.

The most important aspect of these synchronized wakes is
the timing of vortex initiation. The two photographs show a
distinct almost mirror like image of the two vortex streets due
to the change in phase of about 180 deg.

Conclusions

Systematic analysis of the available flow visualization
photographs of the synchronized wakes revealed that two
modes of vortex shedding exist:

(i) the vortex formed on one side of the cylinder was shed
when the cylinder was near to the maximum amplitude on the
opposite side.

(ii) the vortex formed on one side of the cylinder was shed
when the cylinder was near to its maximum displacement on
the same side.

The first mode was found in the lower region of the syn­
chronization range while the second appeared in the upper
region. The two modes were separated by the critical reduced
velocity which marked a discontinuous change of fluctuating
and time averaged forces for the forced oscillating cylinder. A
similar discontinuity in phase angle between the cylinder
displacement and fluctuating pressure on it was found for a
freely oscillating cylinder at the maximum amplitude. The
hysteresis effect can be explained by the two modes of timing
of the synchronized vortex shedding.
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Investigation of Wall Induced 
Modifications to Vortex Shedding 
From a Circular Cylinder1 

/« //!«• paper the influence of a wall on vortex shedding frequency, geometrical 
pattern, and velocity field are investigated. Frequency measurements were carried 
out with three circular cylinders at Reynolds numbers of 2860, 3820, and 7640. 
Mean and fluctuating velocities at several traverses were also measured at Re - 3820 
both for an isolated cylinder and for an arrangement with a gap from the wall equal 
to one cylinder diameter. The modifications of the wake pattern are shown in 
several figures. It is also shown that the proximity of the wall induces a slight in­
crease of vortex shedding frequency. 

Introduction 
The history of investigations on wakes past bluff bodies is a 

clear demonstration that the understanding of vortex shed­
ding has not yet been completely achieved. 

Moreover, in many engineering problems the wake is in 
close proximity to a plane boundary or to other wakes. 
Therefore, the simplifying assumption that the fluid extends 
to infinity in any direction and that the body under in­
vestigation is the only cause of perturbation on the fluid is no 
longer appropriate. Practical examples can be found in 
different engineering areas. Heat exchangers, pipelines near 
sea bottom, multiple conductor transmission lines are some 
significant cases. 

While the wake past an isolated circular cylinder has been 
studied extensively, only few investigations have been carried 
out to understand the modifications induced on a confined 
wake. As it is well known, in certain geometrical conditions, it 
is possible, according to potential flow theory, to establish an 
equivalence between the wake behind a pair of adjacent 
parallel cylinders and the wake past a cylinder near a wall [1], 

In a real flow viscosity induces differences between the two 
cases; this point has been critically discussed by Bearman and 
Zdravkovich [2]. 

The interaction between the wakes behind a pair of circular 
cylinders in various arrangements has been extensively 
reviewed by Zdravkovich [3]. More recently, the frequency of 
vortex shedding from two circular cylinders in staggered 
arrangements has been experimentally investigated by Kiya et 
al [4]. With cylinders placed side by side they found a large 
variation of shedding frequency when the gap was in the range 
0.5 -r 1 cylinder diameters. 

The experimental investigations on vortex shedding from a 
cylinder placed near a surface seems to have received the 
proper attention only in recent years. Bearman and 
Zdravkovich [2] studied the flow around a circular cylinder 

This work has been partly sponsored by the Italian National Research 
Council. 

Contributed by the Fluids Engineering Division for publication in the 
JOURNAL OF FLUIDS ENGINEERING. Manuscript received by the Fluids 
Engineering Division, March 30,1981. 

near a plane boundary in a wind tunnel at Re = 4,5«104. For 
various gap values, they measured the mean pressure 
distribution, around the cylinder and along the wall, and the 
velocity fluctuations by means of a hot wire anemometer. 
They found that the vortex shedding frequency, as computed 
by digital spectral analysis, was remarkably constant with 
respect to gap variations. However, in the same paper some 
results are reported from Goktun's M.Sc. thesis, where the 
Strouhal number was found to increase from 0.198 to 0.206 
when the cylinder was moved from the free stream to a gap of 
one half diameter. Buresti and Lanciotti [5] carried out an 
experimental investigation of predominant frequencies in a 
wake near a plane surface at Re = 0,8«105

 H-3«105. They did 
not find any significant frequency dependence on the wall 
distance. 

From the references cited above it appears that most of the 
experiments have been carried out in wind tunnels at 
Re > 2,5 • 104. The purposes of the present study are: 

(a) to investigate wall effects on vortex shedding frequency 
in water in the low subcritical Reynolds range 

(b) to compare the wake structures both with and without 
the wall. 

General Method 

The adopted procedure consisted of: 

(a) computing the shedding frequency by measuring the 
velocity fluctuations downstream a cylinder placed at 
various distances from a wall; 

(b) estimating the wake structure by measuring the mean 
and the fluctuating velocity at various downstream 
traverses, both without the wall and with the cylinder 
placed at one diameter from the wall. 

Experiments (a) were performed using three cylinders 
having different diameters, corresponding to Re values of 
2860, 3820 and 7640, respectively. Experiments {b) were 
performed at Re = 3820. 

The frequency was computed averaging the spectra of the 
anemometer signal. The velocity transducer was placed 2.5 
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diameters behind the cylinder in the outer row with respect to 
the wall (Fig. 1). The time average of the flow velocity U was 
measured at 5 traverses placed at 1.5, 2.5, 3.5, 5.5, 8.0 
diameters downstream the 0.02 m cylinder. At the same 
distances downstream, the rms values of velocity fluctuations 
were measured. 

Experimental Arrangement 

The experiments were carried out in the open water channel 
of the Institute of Applied Mechanics at Padua University. 
The channel is long about 4.5 m and its working section is 
0.35 m wide; the experiments were performed with 0.18 m 
water depth. In additions to the regularization system, a 
properly sized honeycomb filter was installed upstream the 
test section. In this way a more uniform velocity field and a 
lower turbulence level were obtained in the test section. In 
fact, the velocities measured at several points of the test area 
were found to differ from their mean value by at most ± 2 
percent and the rms of the velocity fluctuations was less than 
1.5 percent of the local value. The hot film anemometer was 
used to measure the boundary layer on the bottom; its 
thickness in the test area was found to be 0.008 m. 

In every test a cylinder was placed at the center of the flow 
and the velocity transducer was placed 0.05 m below the free 
surface. During the tests, water temperature was monitored, 
its value being between 18° and 20°C. The wall effect was 
obtained mounting a polished stainless steel sheet parallel to 
the flow at different distances from the cylinder. The sheet, 
whose thickness was 0.001 m, was clamped to a rigid frame, 
external to the flow, which enabled its exact positioning. The 
test cylinders were situated 10 diameters from the leading edge 
of the wall. 

The boundary layer thickness originated by the wall, 
measured by means of the hot-film anemometer, was found to 
be thick less than 0.005 m in the test area. 

A mechanism was employed to control the positioning of 
the velocity sensors, both in the transverse and longitudinal 
directions, in the area downstream of the cylinder. The 
displacements could be red on the toothed guide bars by 
means of a vernier. The transverse movement was driven by 
means of a d-c motor connected to a ten turn potentiometer, 
which allowed remote sensing of the probe position. The 
transducer used to detect the transverse displacement was a 
7270 Beckman ten turn wire-wound potentiometer. The 
overall nonlinearity error was less than 0.2 percent. 

The transverse section of the channel and the arrangement 
are shown in Fig. 2. 

Measurement Apparatus 

The velocity fluctuations in the flow and the frequency of 
vortex shedding have been measured by means of a DISA 
55M constant temperature hot film anemometer with a 55R41 
conical probe. In order to measure the mean velocity at 
traverses across the wake the anemometer was accurately 
calibrated. Some preliminary measurements of the un­
disturbed free stream in the velocity range from 0.05 to 0.4 
m/s were performed both with the anemometer and with a 
Kent miniflow probe. 
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Fig. 3 Instrumentation associated to the hot film anemometer 

The results obtained, read on a 55D30 DISA D.C. Volt­
meter, have been compared with those given by the current 
flow-meter. The current flow-meter was previously calibrated 
in the calibration tank of the Hydraulics Institute of Padua 
University. Its standard deviation with respect to a regression 
curve was found to be 2.5* 10 ~3 m/s. 

The output of the anemometer was stored in a magnetic 
tape recorder and processed by a 2031 Bruel-Kjaer F.F.T. 

Nomenclature 

d = gap between the 
cylinder and the wall 

D = diameter of the 
cylinder 

/ = vortex shedding 
frequency 

/„ = vortex shedding 

frequency for 
isolated cylinder 

t/rms = time average of 
velocity fluctuations 

U = time average velocity 
of water 

U0 = undisturbed stream 
velocity 

x,y 

U„ 

U0 

axes of the reference 
system measured 
from the cylinder 
center 
a dimensionalized 
velocity fluctuation 
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analyzer. Because the frequency of vortex shedding was not 
quite distinct, the peak value of the average of 16 spectra was 
assumed as the best one. The resolution was 0.025 Hz. The 
amplitude of velocity fluctuations due to eddies was com­
puted taking the average of the spectral density in a range of 
0.250 Hz centered around the peak frequency. The maximum 
value of uncertainty of velocity measurements was estimated 
to be ± 4 percent. Experimental results have not been 
corrected for blockage effect because, in the most un­
favourable case, the ratio between the cross section of the 
cylinders and the section of the channel was 0.11. Moreover, 
the thickness of the plate was very little and a gap was allowed 
between its lower edge and the bottom, so that the blockage 
effect was independent from the position of the plate. 

Results and Discussion 

(a) Shedding Frequency Analysis. A typical pattern of the 
averaged frequency spectra obtained with the technique 
mentioned above is shown in Figure 4. It is observed that the 
band of shedding frequencies around the dominant value is 
quite narrow. The values of the frequencies of the vortices 
shed by the three test cylinders, at several distances from the 

-1.5 -10 -0.5 0 0.5 1.0 1.5 2fl , 25 

y/b 
Fig. 7 Cylinder near the wall (d/D = 1). Plots of UIU0 taken from 
traverses across the wake. 

wall, have been plotted in Fig. 5, together with their best fit 
line. Frequencies have been non-dimensionalized with respect 
to the value obtained from the isolated cylinder. It is clearly 
seen that frequency increases when the wall is placed closer to 
the cylinder. It is reasonable to assume that this modification 
is originated by the reduction of the scale of the vortex for­
mation region induced by the proximity of the wall. As 
pointed out by Gerrard [6], and confirmed by Sarpkaya [7], 
when the shear layers are brought closer, their interaction is 
facilitated and the shedding period is shortened. 

These results are in agreement with those obtained by 
Goktun, although the frequency increase found by him is less 
pronounced. In fact, as reported in [2], he finds a frequency 
r a t i o / / / 0 = 1.04 for a gap d/D = 0.5; our result for the same 
gap isf/fo = 1.10. On the contrary, our results are in contrast 
with Bearman and Zdravkovich [2] and Buresti and Lanciotti 
[3] measurements. 
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traverses along the wake. 

This difference may be due to various reasons: 

- our investigation has been carried out at Re values in the 
low subcritical range. It can be expected that at higher 
Re the influence of the wall be less pronounced, because 
the length of the formation region is shorter 

- our experiments have been carried out in water and not 
in air. Even though the Mach numbers at which the 
experiments in [2] and [5] have been carried out are 
small, it cannot be excluded that air compressibility is 
not negligible. The different mechanical behaviour of 
air and water may be appreciable in this case, because 
frequency variations are small. 

- The minimum value of the gap in our experiments was 
more than twice the boundary layer thickness on the 
wall. On the contrary, some of the results reported in [2] 
were obtained with gap values less than the thickness of 

the boundary layer. It seem plausible that the frequency 
increase due to the wall may be cancelled by the velocity 
defect in the boundary layer. 

(b) Wake Pattern Analysis. The time averaged velocity of 
water, U, has been measured at traverses placed at different 
distances downstream of the 0.02 m diameter cylinder. Figs. 6 
and 7 show the ratio U/U0 versus y/D, at five downstream 
positions x/D in a case without wall and with the wall placed 
at a distance of one diameter from the cylinder. The pattern is 
quite similar to others reported in the literature [8,9]. 

Comparing the two plots it is seen: 

- The wall causes the mean velocity distribution to be 
asymmetric. Near downstream the velocity is greater at 
the wall side, while at distances x/D>2.5 the converse is 
true. 
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Fig. 10 Maximum 0 along the wake for the isolated cylinder and for the 
cylinder near the wall {dID = 1). 

- At the wake centerline, for distances x/D less than 
about 3.5, the velocity defect is greater if the wall is 
absent. 

At the same distances downstream, the rms values of 
velocity fluctuations were also measured. The variation of 
fluctuating velocity 6= Urms/U0 with distance from the street 
centerline is presented in Figs. 8 and 9 in both the 
arrangements without and with the wall. In the same figures, 
the loci of the maximum values of 6 are also shown. From Fig. 
9 the lack of symmetry induced by the wall is readily ap­
parent. In the arrangement without the wall it can be seen that 
the traverse of minimum spacing between the curves of 
maximum 6 values is nearly coincident with the traverse 
corresponding to the absolute maximum value of 6. This 
result is in agreement with Schaefer and Eskinazi [8] and with 
Bearman [10]. 

The positions of maximum intensity at seven traverses are 
evidenced in Fig. 10. From plot (a) of the same figure it can be 
seen that the maximum value of 6 for the isolated cylinder 
occurs at x/D - 2.5. This result is in agreement with Bloor and 
Gerrard [9]. On the contrary, plots b and c relative to d values 
of the vortices of the rows shed near the wall exhibit negative 
slope everywhere in the range from 1 to 8 diameters down­
stream. It is also seen that, for x/D>2, the fluctuating 
velocity component of the outer row is weaker than that of the 
inner one. It seems reasonable to assume that this result is due 

to the circumstance that the wall increases dissipation and 
decreases diffusion of the eddies of the inner row, if com­
pared with those of the outer one. Obviously, in the results 
presented in Fig. 10, the latter mechanism is more efficient 
than the former. 

Conclusions 

As a wall is placed closer and closer to a cylinder, the 
following major effects have been observed: 

- the vortex shedding frequency increases 
- an asymmetric distribution of the mean velocity across the 

wake 
- the position of the maximum velocity fluctuation is 

displaced from x/D = 2.5 to about or less than 1.5. 
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An Experimental Evaluation of 
Drag Coefficient for Rectangular 
Cylinders Exposed to Grid 
Turbulence 
77;« paper describes an experimental evaluation of the effects of the intensity and 
scale of turbulence on the drag coefficient of two-dimensional rectangular cylinders 
exposed to grid turbulence. It is observed that the mean drag coefficient is prin­
cipally influenced, for a given cylinder, by the intensity of turbulence and that the 
scale of turbulence plays a secondary role. 

Introduction 

Turbulence contained in the atmospheric boundary layer, 
influences the wind loads experienced by buildings and 
structures in two ways. As approaching the structure, tur­
bulence induces unsteady buffeting loads and interacts in a 
complex fashion with the flow around the body which leads to 
changes in the mean and unsteady flow patterns. In order to 
estimate the magnitude of these effects, special wind tunnels 
are designed to produce thick boundary layers, but the 
resultant simulation is restricted as to the generated scale of 
turbulence and as to the Reynolds number. This paper reports 
an investigation of the relative importance of the turbulence 
characteristics and is concerned with two of the independant 
variables describing the neutral boundary layers: the intensity 
(u'/U) and the macroscale (Lx) of turbulence. The effect of 
these two variables on the dependant variable, the mean (time 
average sense) drag coefficient, is examined for different 
geometries of two-dimensional rectangular cylinders. 

Previous Investigations 

Schubauer and Dryden [1] were the first to notice that 
turbulence increased the mean drag of horizontal flat plates. 
Vickery [2] measured a thirty percent reduction in the drag 
coefficient of a two-dimensional square cylinder exposed to 
turbulence superimposed on an otherwise smooth flow. 
Bearman [3] observed that the mean base pressure of normal 
square and circular plates in turbulent grid flow (u'/U = 
0.083 and LxlD = 0.375) was considerably lower than that 
measured in smooth flow (u'/U = 0.002). Bearman 
suggested that the principal reason for this was that, com­
pared to smooth flow, there was extra entrainment of fluid 
out of the wake resulting from the mixing of the near wake 
with the free stream turbulence. In support of this argument, 
the base pressure coefficients were shown to correlate well 
with the turbulence parameter {u'/U) (Lx2/A). Laneville et 
al. [4], in the range 0.5 < LxlD < 5, observed no effect of the 
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scale of turbulence on the mean drag coefficients (and on the 
galloping oscillations [5]) for two-dimensional rectangular 
cylinders at zero incidence with HID = 0.5, 1 and 2. 
Nakamura et al. [6], in a wider range of longitudinal lengths 
(0.1 < HID < 3), also observed no integral scale effects for a 
similar range of scale ratios. On the other hand, Nakamura et 
al. [6] and Laneville et al. [4] observed that the mean drag 
coefficient and the mean base pressure coefficient were largely 
influenced by the intensity of turbulence and the "afterbody 
length" HID. Petty [7], using Lee's results [8] and Allen and 
Vincenti's blockage correction, confirmed these results. In 
more recent tests, Laneville and Williams [13] investigated the 
effect of large scale turbulence (6 < LxlD < 18) on the base 
pressure coefficient of 2-D rectangular cylinders exposed to a 
fixed intensity of turbulence. With small models mounted in a 
large test section (blockage less than 1 percent), they con­
cluded that the integral scale of turbulence did not measurably 
influence the base pressure coefficient and consequently the 
drag coefficient of the models. In view of the limited data 
available, an experimental program was set up to 
systematically investigate the effect of grid turbulence (with 
well defined u'/U and Lx) on the mean drag coefficient of 
two-dimensional rectangular cylinder. 

Experimental Program 

All the tests were conducted in a closed jet open circuit type 
(N.P.L.) wind tunnel with two ft (61 cm) octogonal test 
section. The turbulence intensity in the empty tunnel was 
measured as 0.6 percent. 

The models for this investigation had D ranging from 1.25 
in. (3.175 cm) to 2.5 in. (6.35 cm) and HID from 0.3 to 3.0. 
The models were 18 in. (46 cm) long, with end plates, and 
located in the central core of the-flow. Care was taken to 
machine sharp corners. Dummy spacers with the same cross 
section as the models were mounted between the wind tunnel 
walls and the end plates to insure the uniformity of the flow 
around the tested models. The clearance between the end 
plates and the dummy spacers was kept to the minimum. The 
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diameter of the end plates was 3 times the model face D. The 
resulting additional drag was less than 0.005 of the total drag 
of the model. 

The models were attached at their center downstream face 
to a circular tube. This tube was parallel to the flow and 
contained a small force balance. The drag force was measured 
using an Interface Mini Beam strain gauge load cell. The base 
pressure was measured on the centerline (2 in. away from 
absolute center) of the model's downstream face via a Tygon 
tube that was connected to a Barocell type 572D pressure 
transducer. The pressure readout was achieved with a 
Datametrics Electronic Manometer type 1018. 

Turbulence was generated using biplanar square mesh grids 
installed at the wind tunnel test section entrance. Four grids 
were constructed allowing for a variation of the intensity of 
turbulence from 1.2 percent to 13 percent and a variation of 
the non-dimensional integral scale of turbulence, Lx/D, from 
0.3 to 1.6. The model was located at a distance of over 30 bar 
sizes downstream of the grid. Table 1 gives a summary of the 
physical characteristics of the grids. All the turbulence 
properties were measured with hot wire anemometry (DISA D 
generation system with linearizer). The linearity was main­
tained within 1 percent and the precision on u'IV was 5 
percent. The longitudinal scale of turbulence was determined 
via a real time spectral analysis (Spectral Dynamics Corps 
SD300A R.T.A.) of the i-'.vrarized output. 

In smooth flow, the Reynolds number (based on U and D) 
varied from 2 * 104 to 1 * 105 while in turbulent flow, the 
maximum for the Reynolds number was reduced to 7 * 104. 
Since a Reynolds number effect was observed on the mean 
drag coefficient up to 4 * 104, only the results with larger 
Reynolds numbers were considered in the present analysis. In 
the case of models with HID in the vicinity of 0.6, the 
Reynolds number had to be larger than 6 * 104. A similar 
effect was observed by Bearman and Trueman [9]. 

Blockage Correction Procedures 

Previous work [10] in smooth flow has shown that 
Maskell's method [12] underestimates the corrected drag 
coefficient of models with HID > 1. Moreover, because it 
includes the ratio of the mean base pressure coefficient to the 
mean drag coefficient, this method was inapplicable to 
models with HID > 2. In reference [10], it was also shown 
that the drag correction coefficient for models with HID > 1 
was independent of HID and that a simple empirical method 
gives accurate results for blockage ratios less than 13 percent. 
The equation used for correction was 

CDC/CD = 1-{{AM/AS), (1) 

where f is the drag correction coefficient which was function 
of HID for models with HID < 1. In the absence of validated 
blockage correction procedures for turbulent flows, a method 
based on several observations was developed to take into 
account the blockage produced by the models. The first 
observations by [4 and 5] in turbulent flows indicate that a 

Grid 
no. 

1 
2 
3 
4 

b 
(in.) 

0.08 
0.25 
0.50 
0.75 

Table 1 

M 
(in.) 

0.5 
1.25 
2.00 
4.00 

Remarks 

uniplanar (round bars) 
biplanar (rectangular bars) 
biplanar (rectangular bars) 
biplanar (rectangular bars) 

model with a given -HID exposed to an increased turbulence 
intensity behaves as a model with increased HID in smooth 
flow. Correction procedure developed in smooth flow could 
be used if the equivalent HID was known. The determination 
of the equivalent HID is not required for models with HID > 
1 since f is not a function of HID in this range [10]. Equation 
(1) can be used directly in this case with f = 1.19. For models 
with HID < 1.0 where f is a function of H/D, the procedure 
used to correct for data was the one suggested by Maskell [12] 
for smooth flow exposition. From [10], the overestimate of 
the correction by the method suggested by Maskell is not 
severe for blockage ratio less than 10 percent for models with 
HID < 1.0. In view of the equivalent elongation of the 
models' afterbody by turbulence, this method was applied as 
long as the correction of the drag coefficient was less than the 
correction for the H/D = 1 model in smooth flow. When the 
correction on CD by Maskell's method was larger than the one 
for square section models in smooth flow, equation (1) was 
used with f = 1.19. 

Results 

In order to discuss the effect of turbulence on models 
subjected to blockage, care must be taken to validate the 
correction procedure when the correction itself is function of 
turbulence. The previous work by [4, 5 and 13] has indicated 
the secondary role of the turbulence integral scale and at the 
same time uncoupled the blockage effect from the scale effect. 
Thus it is admitted here that the intensity of turbulence is the 
essential variable affecting the blockage correction along with 
HID. Figures 1 and 2 compare the blockage correction 
technique used for low and high levels of turbulence with the 
extrapolation of the data for several blockage ratios. Most of 
the predicted CDC by the procedure are within 3 percent of the 
CDC obtained by the extrapolation of the CD. This com­
parison gave sufficient confidence in the procedure and in its 
application to all the data. Figure 3 shows the resulting drag 
curve for the HID variable when the turbulence level was 11.2 
percent. 

Figure 4 shows the effect of the longitudinal scale of tur­
bulence on the mean drag coefficient in the cases of the 
models with H/D = 0.75 and 1.0 exposed to grid turbulence 
with / = 3.1 and 7.5 percent. The lines enveloping the results 
are separated by a total deviation of 5 percent. Similar results 
were obtained for models with different H/D (0.5, 0.63, 0.75, 
1.0, 1.5, and 3.0) and different levels of turbulence (0.006, 
0.083, and 0.112). In the case of 2-D rectangular cylinders 

N o m e n c l a t u r e 

A = plate area 
AM = model area 
AS = wind tunnel test section cross-

sectional area 
b = grid bar size 

CD = measured mean drag coef­
ficient = mean drag force/(g 
x AM) 

CDC = corrected mean drag coef­
ficient 

D = frontal dimension of the 
rectangular cylinder per- Lx = 
pendicular to the flow M = 
direction q = 

H = lateral dimension of the u' = 
rectangular cylinder parallel 
to the flow direction U = 

I = intensity of turbulence 
= u'/U 

longitudinal integral scale 
grid mesh size 
freestream dynamic pressure 
rms value of the longitudinal 
velocity component 
mean value of the 
longitudinal velocity com­
ponent 
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Fig. 1 Comparison of blockage correction technique with data ex­
trapolation (/ = 0.6 percent) 
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Fig. 2 Comparison of blockage correction technique with data ex­
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Fig. 4 Effect of the macroscale of turbulence on the drag coefficient 
for the models with H/D = 0.75 and 1.0 exposed to / = 3.1 and 7.5 
percent 

drawn on these figures are fitted lines through the data and 
represent the mean values of the corrected drag coefficient for 
cylinders with different afterbody length, H/D, as the in­
tensity of turbulence is varied. Rectangular cylinders with 
H/D larger than 0.63 see their CDC reduced as the turbulence 
level is increased. In smooth flow, the maximum CDC of 2.90 
occurs for the cylinder with H/D = 0.63, which agrees with 
[9, 10, 6]. In grid turbulence, models with 0.5 < H/D < 0.63 
see their drag coefficient reach the smooth flow maximum 
CDC and decrease as the level of turbulence is increased. 
Models with 0.3 < H/D < 0.5 show a similar trend but the 
peak is much less pronounced and the smooth flow maximum 
CDC is not reached. 

Figure 9 gives a summary of all the results and includes the 
results obtained by Nakamura and Tomonari [6]. Again here 
the effect of turbulence intensity is clearly to shift the CDC 
versus H/D curve to the left and to reduce the maximum CDC 
progressively as the level of turbulence is increased. 
Nakamura and Tomonari results are not corrected for 
blockage effects that were small in their test. The agreement 
as seen is good. 

with HID > 0.31, it confirms that the scale of turbulence 
ratio, Lx/D, plays a secondary role in the mean flow about 
rectangular cylinders. This was also observed by [4, 5 and 13]. 
Figures 5, 6, 7, and 8 summarize the effect of the intensity of 
turbulence on the CDC for different H/D models. The lines 

Discussion 
As indicated by Figs. 5 to 9, and 9 principally, the behavior 

of the mean flow around rectangular bluff bodies is a strong 
function of the afterbody length H/D and the level of tur-
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Fig. 5 Effect of the intensity of turbulence on the drag coefficient 

Fig. 7 Effect of the intensity of turbulence on the drag coefficient 

Fig. 6 Effect of the intensity of turbulence on the drag coefficient 

turbulence. In smooth flow with very low levels of turbulence, 
Nakaguchi et al. [11], as well as Bearman and Trueman [9], 
did a flow visualization and found a correlation between the 
curvature of the shear layer and the drag coefficient to explain 
the peak drag at HID - 0.6. High curvature implied high 
drag coefficient. Bearman and Trueman argued that for small 
values of HID, the effect of the body downstream of 
separation is to reduce the size of the separated wake cavity, 
thus leading to an increase in drag. They also suggested that in 
the case of HID > 0.6, the vortices are forced to form further 
downstream because of the influence of the trailing edge 
corners, thus occasioning a reduction in drag. It is not clear if 
the vortices are forced to form further downstream in the flow 
direction or in the lateral direction. Pressure distributions in 
the base region for the HID = 0.6 cylinder indicate a peak 
negative pressure in the model center [9]. The location of this 
peak suction would indicate rather a lateral displacement of 
the locus of formation of the vortices and this would also 
explain the high curvature of the streamlines when the vortex 
forms in the base area. 

A complex equilibrium must prevail between the vorticity 
shed form the cylinder, the distance to vortex formation and 
the base pressure (or drag). In turbulent flow, this complex 
equilibrium is measurably influenced by the level of tur­
bulence, as indicated by the present results. It was suggested 
that the distortion of turbulence by the mean flow field of the . 
bluff body and the subsequent modification (or increased 

2.0 4.0 6.0 8.0 10.0 IE.0 14.0 
I (%) 

Fig. 8 Effect of the intensity of turbulence on the drag coefficient 
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Fig. 9 Effect of the afterbody length (H/D) on the drag coefficient for 
different levels of turbulence 

mixing) in the shear layer structure by this distorted tur­
bulence could be a plausible explanation of the effects ob­
served here. With this increased mixing, the complex 
equilibrium is modified and the reattachment of the shear 
layer occurs at an earlier angle of incidence than in smooth 
flow [4]. 
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Conclusion 
The purpose of the present investigation was to 

systematically define the effect of turbulence on the drag. The 
results offer a semi-consistent behavior. Cylinders with HID 
> 0.5 follow a regular influence with turbulence, that is, an 
increased in the level of turbulence seems to move the smooth 
flow CDC of a given HID section to the CDC of an equivalent 
increased HID section. Cylinders with HID < 0.5 do not 
reach the maximum CDC of 2.9 as the level of turbulence is 
increased. It also suggests that the vortices strength as well as 
their formation and the afterbody length HID remain 
predominant variables in turbulent flow with the additional 
turbulence intensity. The complex equilibrium in the near 
wake is a concept that has to be more investigated and how 
perturbations, as turbulence contained in main stream, play a 
role in this equilibrium remains to be investigated more fully. 
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efforts to shed more light on the unknown influences which 
effect the modelling criteria used in the investigation of 
building aerodynamics problems. Generally such in­
vestigations as this embody a complex problem where the 
investigators may attempt to quantify the effects of incident 
flow turbulence intensity on the forces acting on a bluff body, 
where the ratio of integral turbulence scale to body size is an 
additional variable, whilst simultaneously making proper 
allowances for blockage ratio effects, end effects and aspect 
ratio effects. The kind of difficulties the authors face are 
illustrated by their use of circular end plates which have 
presumably been used to nullify end effects but whose ef­
fectiveness in dealing with bluff bodies of this shape may be in 
doubt, [14, 15]. 

One potential source of error in an investigation of this type 
is in the existence of lateral non-uniformities in a supposedly 
two dimensional central core region. Although the authors do 
not give complete information in their paper regarding which 
grids produce which turbulence characteristics at which grid 
to model streamwise separation distances some reason to 
suspect the presence of non-uniformities exists. With the use 
of the larger models Grid 4, which presumably produces the 
hightest turbulence levels, is only 5.6 mesh lengths upstream 
of the model and Grid 3 only 7.5 mesh lengths upstream. 
Earlier work by this reviewer [16] has shown that at these 
distances lateral nonuniformities of the mean velocity and 
turbulence characteristics of the flow will occur behind such 
grids. Indeed one could go further and say that it is not at all 
possible to use square mesh grids to simulate the turbulence 
characteristics appropriate to large buildings in the lower part 
of the earths boundary layer without the introduction of such 
lateral nonuniformities into the flow. The aspect ratios of the 
bodies used in the current tests may also cause axial non-
uniformities to occur in the force distributions along the 
body. The aspect ratios used in the present tests are as low as 
9.6 for frontal ratio and for the case of HID = 3.0, only 3.2 
for side aspect ratio. Values as low as these may well be 
beyond the ability of end plates to simulate two-dimensional 
flow over a central region of the body. 

Finally it may be worthwhile to reconsider some of the 
questions posed when many of the results given in this paper 
were first presented, [13]. Since the use of a turbulence in­
tensity term is a global way of referring to the energy con­
tained within the turbulence spectrum over a wide range of 
frequencies, and hence eddy sizes, it may be considered 
whether or not there is some way in which the part of this 
spectrum effective in inducing the observed changes in mean 
drag could be isolated from the whole. One may suspect that 
in order to do this a more detailed picture of the incident 
flow-shear layer interaction process will be necessary and 
that possibly another form of "scale"effect may emerge from 
such studies. 
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Conclusion 
The purpose of the present investigation was to 

systematically define the effect of turbulence on the drag. The 
results offer a semi-consistent behavior. Cylinders with HID 
> 0.5 follow a regular influence with turbulence, that is, an 
increased in the level of turbulence seems to move the smooth 
flow CDC of a given HID section to the CDC of an equivalent 
increased HID section. Cylinders with HID < 0.5 do not 
reach the maximum CDC of 2.9 as the level of turbulence is 
increased. It also suggests that the vortices strength as well as 
their formation and the afterbody length HID remain 
predominant variables in turbulent flow with the additional 
turbulence intensity. The complex equilibrium in the near 
wake is a concept that has to be more investigated and how 
perturbations, as turbulence contained in main stream, play a 
role in this equilibrium remains to be investigated more fully. 
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efforts to shed more light on the unknown influences which 
effect the modelling criteria used in the investigation of 
building aerodynamics problems. Generally such in­
vestigations as this embody a complex problem where the 
investigators may attempt to quantify the effects of incident 
flow turbulence intensity on the forces acting on a bluff body, 
where the ratio of integral turbulence scale to body size is an 
additional variable, whilst simultaneously making proper 
allowances for blockage ratio effects, end effects and aspect 
ratio effects. The kind of difficulties the authors face are 
illustrated by their use of circular end plates which have 
presumably been used to nullify end effects but whose ef­
fectiveness in dealing with bluff bodies of this shape may be in 
doubt, [14, 15]. 

One potential source of error in an investigation of this type 
is in the existence of lateral non-uniformities in a supposedly 
two dimensional central core region. Although the authors do 
not give complete information in their paper regarding which 
grids produce which turbulence characteristics at which grid 
to model streamwise separation distances some reason to 
suspect the presence of non-uniformities exists. With the use 
of the larger models Grid 4, which presumably produces the 
hightest turbulence levels, is only 5.6 mesh lengths upstream 
of the model and Grid 3 only 7.5 mesh lengths upstream. 
Earlier work by this reviewer [16] has shown that at these 
distances lateral nonuniformities of the mean velocity and 
turbulence characteristics of the flow will occur behind such 
grids. Indeed one could go further and say that it is not at all 
possible to use square mesh grids to simulate the turbulence 
characteristics appropriate to large buildings in the lower part 
of the earths boundary layer without the introduction of such 
lateral nonuniformities into the flow. The aspect ratios of the 
bodies used in the current tests may also cause axial non-
uniformities to occur in the force distributions along the 
body. The aspect ratios used in the present tests are as low as 
9.6 for frontal ratio and for the case of HID = 3.0, only 3.2 
for side aspect ratio. Values as low as these may well be 
beyond the ability of end plates to simulate two-dimensional 
flow over a central region of the body. 

Finally it may be worthwhile to reconsider some of the 
questions posed when many of the results given in this paper 
were first presented, [13]. Since the use of a turbulence in­
tensity term is a global way of referring to the energy con­
tained within the turbulence spectrum over a wide range of 
frequencies, and hence eddy sizes, it may be considered 
whether or not there is some way in which the part of this 
spectrum effective in inducing the observed changes in mean 
drag could be isolated from the whole. One may suspect that 
in order to do this a more detailed picture of the incident 
flow-shear layer interaction process will be necessary and 
that possibly another form of "scale"effect may emerge from 
such studies. 
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In the choice of the endplates dimensions, care was taken to 
insure that the boundary layer they generate upstream of the 
models was as small as possible . Also, in the wake region 
downstream of the model , the endplate had to be long enough 
to prevent any communication of this region with one a 
different pressure. Obasaju, E. D. and Lee, B. E. discussed 
earlier the effectiveness of these plates to nullify end effects. 
In the tests reported here, the use of dummy spacers with the 
models' section installed between the tunnel floor and ceiling 
and the "live" portion of the model, ensured the correct base 
pressure and wake simulation. The fact that the measured 
base pressure and drag coefficients compared well in the 
smooth flow cases with data obtained by Nakaguchi et al and 
Bearman and Trueman, where end effects and aspect ratios 
were presumably insignificant, removed any major doubt 
concerning the experimental set up. The turbulence 
characteristics although not reported in detail, were measured 
and the data indicated that for all the models' locations, the 
profiles of the mean velocity and the longitudinal turbulence 
intensity were uniform within ± 1.5 percent except in the wall 
boundary layer. The models were indeed located at a distance 
generally larger than 7.5 mesh length. 

The authors agree with Dr. Lee's comment on the 
simulation of the earth's boundary layer. Square mesh grids 
were used to produce a quasi-isotropic turbulence superim­
posed on an otherwise uniform flow, a flow certainly dif-

NOTE: Corresponding Author: Andre Laneville, Dept. of Mechanical 
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ferent from a boundary layer flow. The purpose of this 
research being to conclude on the relative importance of the 
turbulence intensity and macroscale, grid flow was ap-

. propriate to simulate 2-D flow. 
With respect to the integral scale, Laneville, A. and 

Williams, C. D. have shown that the longitudinal integral 
. scale of turbulence was not as significant a variable as the 
intensity of turbulence (in the range L x ld<20) for the mean 
base pressure and drag coefficients of 2-D rectangular 
cylinders. Melbourne, W. H. [17] reached the same con­
clusion and suggested that the length scale should be 
associated to a wavelength smaller than the typical frontal 
body dimension. Earlier, Gartshore, I. S. [18] has attempted 
to isolate the part of the spectrum that induces the observed 
changes in mean drag, concluded that the small perturbations 
on the stagnation line were responsible for most of the 
changes in the mean properties. There is a clear need for more 
research in the determination of the interaction between the 
shear layer, the external turbulence, the cylinder afterbody 
length and the vortex formation, interaction regulated by a 
certain equilibrium. 
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ERRATA 
"Flow Aerodynamic Modeling of an MHD Swirl Com­

bustor: Calculation and Experimental Verification, " by A. K. 
Gupta, J. M. Beer, J. F. Louis, A. A . Busnaina, and D. G. 
Lilley , Journal of Fluids Engineering , September, 1982, pp . 
385-392 . 

Figs. 11 (a) and 11 (b) were incorrectly printed in the above 
paper. The correct figures appear below. 

Fig. 11(a) Dissipation of colored dye injected centrally at entrance to 
the second stage with flow through tangential and axial inlets in the 
first state and all inlets in the second stage at S = 1.83. 

Fig. 11(b) Dissipation of colored dye injected centrally at entrance to 
the second state with flow through tangential inlet in the first stage and 
all inlets in the second stage at S = 1.83. 
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Interference Between Two Circular 
Cylinders of Finite Height 
Vertically Immersed in a Turbulent 
Boundary Layer 
Measurements were made of the circumferential pressure distributions around two 
cylinders of finite height h and diameter d, spaced a distance s apart and vertically 
immersed in a turbulent boundary layer. The angle of attack 4> and the dimen-
sionless spacing s/d were varied. Drag and lift characteristics of both cylinders were 
classified into three regions divided by two zero-lift lines, namely 0<4><30 deg, 
30<<l><120 deg, and 120<4><180 deg, in which interference between the two 
cylinders was found to be almost negligible for s/d>4.0, except for an influence in 
the wake region of the upstream cylinder. 

Introduction 

Interference takes place between adjacent structural 
members subjected to fluid flow. It generally induces drag 
and lift forces, parallel to and normal to an oncoming flow, 
which vary considerably in magnitude with the relative 
position of the members. This fluid dynamic interaction 
presents an important engineering problem relevant to the 
design of chimney stacks, offshore structures, tubes of heat 
exchangers, open towers and other structures standing side by 
side. A number of researchers [1-9] have thoroughly in­
vestigated the fluid forces and wake formations resulting 
from interference between two circular cylinders of infinite 
height in uniform flow and recently Zdravkovich [10] 
reviewed and categorized their experimental results. 

It is expected that the interference between a pair of circular 
cylinders of finite height vertically placed on a plane wall is 
substantially different from that of two infinite cylinders 
because of the effects of shear flow, tip flow and presence of a 
plane wall. Zdravkovich [11] reported on the aerodynamics of 
two circular cylinders of finite height, but his data cover only 
a small range of angles of attack and spacings, thus calling for 
further efforts to look into aerodynamic forces for varied 
spacings and angles of attack. 

The present paper describes an experiment and classifies 
aerodynamic forces computed from the time-averaged cir­
cumferential pressure distributions around two cylinders of 
finite height placed vertically on a smooth plane floor, on 
which a turbulent boundary layer was fully developed under 
zero pressure gradient. The cylinder spacing and the angle of 
attack were successively changed. Two cylinders of finite 
height were chosen because they were considered as 
representing a typical arrangement of offshore structures, 
smokestacks, or cooling towers on the ground. The paper also 

Contributed by the Fluids Engineering Division for publication in the 
JOURNAL OF FLUIDS ENGINEERING. Manuscript received by the Fluids 
Engineering Division, February 25, 1981. 
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incorporates the observations on the flow patterns around the 
two cylinders by the smoke wire technique. 

Experimental Apparatus 

Wind Tunnel. The pressure distributions on the cylinder 
surface were measured in a test section 0.4m (width), 0.4m 
(height), and about 4m (length) of a closed circuit wind 
tunnel. The ceiling of the test section was made of a flexible 
sheet of steel, in which were drilled 18 pressure taps of 0.5mm 
diameter, so that a given longitudinal pressure gradient was 
obtained by adjusting its shape. The floor of the test section 
was made of smooth acrylic resin plate, excepting a part 
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Fig. 1 Cross section of two circular cylinders of finite height 
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Fig. 2 Definition sketch and coordinate system of two cylinders 
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Fig. 3 Wall law plot of the mean velocity profiles in the boundary 
layer. Coles [12]. The uncertainty in u/u7 is ±0.1 and that in yuT/5 is 
± 30 at most. 

covered with a steel plate 460mm long and 400mm wide. The 
two circular cylinders of identical size and finite height were 
installed on the steel plate. The two cylinders were located at a 
position 2.255m downstream from the entrance of the test 
section, where the mean velocity was uniform to the accuracy 
of 99.8 percent, except the boundary layers along the walls. 
The free-stream turbulence level measured at this position by 
a constant-temperature hotwire anemometer was about 0.3 
percent at the velocity 16m/s, which was the velocity em­
ployed in the present experiment. In addition, a wind channel 
was used to visualize the flow by means of the smoke wire 
technique. The channel was a through-flow type with a test 
section of 0.18m (width), 0.18m (height), and 1.6m (length). 

Visualization Equipment. The smoke wire consisted of a 
discharge circuit which produced a current pulse, a retarder 
which received the pulse and arbitrarily delayed it so as to 
send the pulse as a signal to a stroboscope illuminating the 
smoke produced by a wire element, and a camera. The wire 
element of 0.12mm diameter was set up in a probe. Smoke 
was emitted by a mixture of liquid paraffin, kerosene, and 
silicon oil. 

Two Cylinders of Finite Height. Two smoothly-machined 
brass cylinders of diameter tf=15mm and height /z = 45mm 
were installed on a turn table, as seen in Fig. 1. One of them, 
was used as a test cylinder to measure pressure on its surface 

8 10 4 6 
y/6* 

Fig. 4 Mean velocity profile in the boundary layer. + Klebanoff and 
Diehl [13]. The uncertainty in u /U 0 is ± 0.01 and that in y/6* is ± 0.02. 
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Fig. 5 Distribution of the longitudinal turbulent intensities, a 
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Table 1 Angles of attack and spacings of two cylinders 

Angle of attack 

<$> d e g . 

0, 15, 30, 45, 60, 75, 90, 

105,120,135,150,165,170,175,180 

Spacing s/d 1.2,1.35,1.50,1.75,2.0,3.0,4.0 

Table 2 Characteristics of the turbulent boundary layer used in this 
experiment 

Velocity of the free stream 

Thickness of the boundary layer 

Displacement thickness 

Momentum thickness 

Reynolds number 

Nondimensional shear velocity 

Shear velocity 

Shape factor 

U0 m/s 

6 mm 

<$* mm 

8 mm 

RQ=Uoe/v 

\/V0 

u m/s 

H=s*/e 

16 

39.0 

6.26 

4.53 

4286 

0.0384 

0.614 

1.38 
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Fig. 6(a) y/h = 0,44, 0 deg <«*><60 deg, Fig. 6(b) y/h = 0.44, 90 deg 
<«<180 deg, Fig. 6(c) y/h = 0.89, 90 deg <0<18O deg, Fig. 
6(d) y/h = 0.11, 90 deg < <j> < 180 deg. 
Fig. 6 Pressure distributions on the cylinder surface. The uncertainty 
in c p is ± 0.02 and that in 6 ± 0.5 deg. 

and the other was a dummy. Ten piezometric holes 
0.4-0.5mm in diameter were drilled into the surface of the 
test cylinder equidistant along one spanwise axis except the 
top part of the cylinder. The pressure was read on a Betz 
manometer (with an accuracy 0.05mmAq). The cylinders were 
vertically mounted a distance s apart on a steel turn table 
100mm in diameter, which was placed flush with the floor of 
the wind tunnel. Rotation of the table allowed the angle of 

0 30 60 90 120 150 180 
0deg. 

(b) 
Fig. 7(a) Comparison among several spacings at y/h = 0.44, Fig. 
7(b) Comparison among three different heights of the cylinder, 
y/h = 0.11,0.44 and 0.89. 

Fig. 7 Relation between location of the maximum pressure and angle 
of attack. The uncertainty on 0 „ is ± 0.5 deg and that in $ is ± 0.5 deg. 

attack <j> to be changed from 0 to 180 deg in intervals of 5 or 15 
deg, the uncertainty in </> being 0.5 deg at most. The spacing 
between the two cylinders was varied between 1.2 and 4.0 
diameters. Table 1 shows the variations of the angle of attack 
and the spacing between the two cylinders employed in the 
pressure experiment. The uncertainty in the distance s was 
determined to be 0.2mm by direct measurements using a 
micrometer. The test cylinder was able to rotate about its axis 
by the equipment under the floor of the tunnel, as shown in 
Fig. 1, in which the range 0 <6< 180 deg represents the outer 
side of the cylinder and the range 180 <0<36O deg (or 
0 > d > - 180 deg) the inner side (see Fig. 2), the uncertainty in 
8 also being 0.5 deg. 

Figure 2 shows a definition sketch of the two cylinders in a 
turbulent boundary layer. 
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Characteristics of the Boundary Layer 

The present experiment adopted the turbulent boundary 
layer which fully developed along the smooth floor under zero 
pressure gradient because such a boundary layer shear flow 
has been well investigated. The mean velocity distribution 
near the floor satisfied the logarithmic law suggested by Coles 
[12], as shown in Fig. 3. It was also confirmed that the mean 
velocity profile and distribution of longitudinal turbulent 
intensity in the boundary layer followed Klebanoff's data 
[13], as shown in Figs. 4 and 5, respectively. An examination 
by Pitot-tube traverses in the z direction showed that the 
boundary layer realized a satisfactory two-dimensionality at 
the location of the two cylinders in the region 100mm wide on 
each side of the center line of the test section. Accordingly, it 
is concluded that the turbulent boundary layer employed in 
the present investigation has the same characteristics as the 
fully developed equilibrium turbulent boundary layer. The 

Reynolds number Re based on the velocity U0 and the 
diameter of the cylinder d was 1.55 x 104. The characteristics 
of the undisturbed turbulent boundary layer at the location of 
the two cylinders are summarized in Table 2. The ratio of the 
cylinder height to the boundary layer thickness was 1.15, so 
the top of the cylinder protruded slightly above the boundary 
layer. This configuration of the two cylinders and the 
boundary layer could serve as a model of extremely tall 
structures such as smoke stacks, cooling towers and other 
offshore structures. Accodingly, the results of this study will 
be applicable qualitatively to such structures, although not 
quantitatively to full scale models because there are great 
differences between this experimental situation and a full 
scale one. 

Further, the flow around the two cylinders was visualized 
by the smoke wire technique at a fixed free-stream velocity 
£/0=0.7m/s in the wind channel. This observation showed 
that the boundary layer was laminar and its thickness was 
about 18mm at the location of the two cylinders. 

Pressure Distribution 

Pressure Distribution as a Function of Angle of Attack. 
Pressure distributions on the cylinder surface are given in 
Figs. 6(a)-(d) with the pressure coefficient Cp as the or­
dinate and the angle of attack <t> as the abscissa, for non-
dimensional cylinder heights y/h = 0.\\, 0.44, and 0.89. The 
noticeable phenomena as follows are seen in the pressure 
distributions at y/h = 0.44: First, the maximum value of the 
pressure on the front surface of the cylinder is almost constant 
in the range O<0<165 deg. However, this value decreases 
rapidly beyond 0 = 165 deg. The pressure on the whole surface 
finally becomes negative in the range 175<</>< 180 deg. 
Secondly, the location 0O of the maximum pressure shifts with 

Fig. 8(a) Comparison among several spacings at y//i = 0.44, Fig. 
8(b) Comparisons among three different heights of the cylinders, 
y/h = 0.22,0.56 and 0.89. 

Fig. 8 Pressure distributions of two cylinders in a tandem 
arrangement. The uncertainty in s/d is ±0.013. For further in­
formations, see the caption of Fig. 6. 
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Fig. 9(c) 
Fig. 9 Variation in pressure distributions. For further information, see 
the captions of Figs. 6 and 9. 

respect to the variation in angle of attack, as shown in Fig. 
1(a). This location moves to the inner side of the cylinder with 
increasing angle of attack and attains its minimum value when 
</> = 90 deg. Then 60 shifts to the outer side in the range cj>>90 
deg. Figure 1(b) shows the variations of 0O at the other height 
of the cylinder y/h = 0.\\ and 0.89 in the case of s/d = 2.0. 
The trends in the variations of 0O are much alike to that of 
ylh = 0.44 except for their magnitudes. The asymmetry of the 
pressure distributions about 6=0 deg induced by such a shift 
of the maximum pressure location is one of the primary 
factors in the occurrence of lift. Thirdly regarding the values 

and features of the pressure distributions on both sides of the 
cylinder, it is noted that the rate of influence by the dummy 
cylinder is larger on the inner side of the cylinder than on the 
outer side, as shown in Fig. 6(b) (also see Fig. 9). As a result, 
the asymmetry of the pressure distributions about 6 = 0 deg 
becomes larger with increasing angle of attack. Figures 6(c) 
and (d) show the pressure distributions at the heights 
ylh = 0.89 and 0.11. For y/h = 0.89, the values of the pressure 
on the front part of the cylinder are larger than those at 
ylh = 0.44 and are positive even in the tandem arrangement, 
because the tip flow from the upstream cylinder influences the 
upper part of the cylinder. On the other hand, the shapes of 
the pressure distributions at ylh = 0.11 are much alike to those 
at ylh = 0.44. 

Pressure Distribution as a Function of Spacing. In this 
section, the variations of the pressure distributions with 
respect to spacing s/d between the two cylinders are 
presented. As shown in Fig. 8(a), the pressure distributions 
around the two cylinders in a tandem arrangement are almost 
independent of s/d when s/d>2.0. However, the pressure of 
the rear surface of the upstream cylinder decreases gradually 
as the spacing reduces and this value of pressure finally at­
tains the same value as the corresponding one on the side of 
the downstream cylinder which faces the gap between the two 
cylinders. It follows that the flow in the gap is almost stagnant 
at the height y/h = 0A4. Hori [1] studied the same 
phenomenon in two-dimensional flow around two circular 
cylinders. On the other hand, the downstream cylinder is 
affected by the wake of the upstream cylinder. Two sym­
metric peaks are found in the pressure distributions of the 
downstream cylinder when s/d<3.0, presumably 
corresponding to the reattachment points of the streamlines 
separated from the upstream cylinder, which were also found 
in the two dimensional case. 

Figure 8(b) shows several comparisons of the pressure 
distributions at three different cylinder heights in the tandem 
arrangement. For the upstream cylinder, the value of the 
pressure on the back surface decreases as the height of the 
cylinder increases. There always exists a range of positive 
values of the pressure at y/h = 0.89 on the front surface of the 
downstream cylinder. The reason is that the separated flow 
from the upstream cylinder reattaches to the front part of the 
downstream cylinder in the cases of s/d =1.2 and 2.0. 
However, in the case of s/d = 4.0, the effect of the upstream 
cylinder decreases and the pressure on the front part of the 
downstream becomes positive as a result. 

Pressure distributions at the height^//! = 0.44 when <j>= 15, 
75 and 165 deg are presented in Figs. 9(a), (b), and (c), 
respectively. In the case </>= 15 deg, the pressure of the inner 
side of the cylinder decreases and therefore the pressure 
distributions become more asymmetric about 6 = 0 deg as the 
two cylinders approach each other. This feature of the 
pressure compares well with the flow visualizations, as seen in 
Fig. 10. The downstream cylinder is directly in the wake of the 
upstream cylinder, when 6 = 0 deg. However, in the case 0=15 
deg, a flow is observed between the two cylinders, that is, a 
gap flow is produced by a winding of the flow on the front 
surface of the downstream cylinder. As for inviscid fluid, it is 
well known that a pressure gradient acts toward the center of 
the curvature of the flow when the flow bends. This pressure 
gradient Vp is expressed by 

P dq2 q2 . . . 
Vp= — -j-t-p—-n (1) 

2 ds R 

where p is the density of fluid, q the velocity of the flow, s the 
coordinate to the streamwise direction, t and n unit vectors to 
the streamwise and normal direction of the flow, respectively, 
and R the radius of curvature, as shown in Fig. 11. Ac­
cordingly to equation (1), the pressure gradient is in inverse 
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proportion to R. Consequently, a primary factor of such a
decrease in pressure with reduced spacing between the two
cylinders is due to the variation in curvature of the gap flow.
As Zdravkovich [10) pointed out, bistable flows between two
cylinders of finite height can be observed in the case of the
side by side arrangement c/>= 90 deg when sld= 1.2 and 1.5, as
shown in Fig. lO(i) and (ii).

Pressure distributions are also shown in Fig. 9(b) as a
function of sid for c/> = 75 deg. In this case, the pressure on the
front part of the inner side of the upstream cylinder increases
as the spacing reduces. Further, it is observed that the gap
flow is markedly more retarded than the outer flow
surrounding the two cylinders, as shown in Fig. 10. The
pressure increment on the front part of the inner side of the
cylinder seems to be induced by a blockage effect, which
becomes larger as the two cylinders approach each other.

Finally, Fig. 9(c) shows pressure distributions at an angle of
attack c/> = 165. In this case, the downstream cylinder is af­
fected by the wake of the upstream cylinder as intensely as in
the case in which the two cylinders are positioned in a tandem
arrangement. The pressure variation of the inner side of the
downstream cylinder has no systematic change with respect to
the spacing. However, pressure distributions of the inner side
are lower than those of the outer side and exhibit some
complicated features.

Lift and Drag

A fluid force acting on a cylinder consists of two parts: one
is the pressure force and the other is the viscous force. At­
tention is paid only to the. former, however, because it has a
much larger order of magnitude than the latter.

534/VoI.104, DECEMBER 1982

Fig. 10(iil) sId = 2.u

Flg.10 Flow patterns around two cylinders (by smoke wire technique).
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Fig. 11 Curvature of the gap flow between two cylinders 
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Fig. 12 Definition of fluid forces 

The local drag and lift coefficients at each height of the two 
cylinders can be obtained by 

C, Dy: 

c Ly-

1 r2* 

2 Jo 

2 Jo 

P-Po 
(l/2)p£/0

: 

P-Po 

cosede--

, sinOdd — 
(l/2)pt/0

2 2 

1 r2* 
2 Jo 

l r2* 

Cncosede 

0 
CpSinOdd 

(2) 

(3) 

respectively. Accordingly, the total drag and lift in the form 
of coefficient CD and CL can be integrated as 

c HoMi) 

(4) 

(5) 

where the positive value of the lift is in the direction to the gap 
between the two cylinders in this arrangement, as shown in 
Fig. 12. 

The lift described above is summarized in a single figure, as 
seen in Fig. 13, in which the curves of equilift coefficient CL 

are drawn by the interpolation between the measured values 
of the lift. All of the possible arrangements of the two 
cylinders are classified into three regions by taking into ac­
count whether the lift is greater or smaller than zero; (1) 
0<<£<30deg, (2)30<(/><120degand(3) 12O<0< 180 deg. 
In region (1), the lift is positive and increases as the spacing 
reduces. The reason is that the pressure of the inner side of the 
upstream cylinder decreases with reduced spacing between the 

•4 -3 - 2 - 1 0 1 /0A6 2 \ 0 l l 3 4 ^ 

Fig. 13 Equilift lines. The uncertainty in <j> is ±0.5 deg and that in x/d 
is ±0.013. 

^0.75 4 Vd 

Fig. 14 Equidrag lines. For further information, see the caption of Fig. 
13. 
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Fig. 15 Relation between lift and angle of attack. The uncertainty in 
CL'CD0 is ±0.04 and that in 0 ±0.5 deg. 

two cylinders. Further, a peak line of the lift exist at 4>= 15 
deg. Meanwhile, the lift is negative and decreases as the 
spacing reduces in the region (2). As described in the 
preceding section, the pressure increment on the inner side of 
the cylinder resulting from a blockage effect produces a 
negative lift, always corresponding to a repelling force bet­
ween the two cylinders. Finally, in region (3), in which the 
downstream cylinder is strongly affected by the wake of the 
upstream cylinder, the equilift lines are almost parallel to the 
x axis. It is also seen that the lift changes considerably when 
the downstream cylinder shifts slightly in the transverse 
direction. The maximum value in this region exists at s/d—2.0 
and $ = 165 deg, and a peak line of the lift parallel to the x 
axis is well compared with the result of the two dimensional 
case of two cylinders [ 1 ]. 

Equidrag lines are shown in Fig. 14 in the form of a drag 
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coefficient CD. This chart is similar to that of the equilift 
chart. It is also classified into three regions which are divided 
by constant lines CD =0.625, which is almost the same value 
as that of a single cylinder, C o = 0.64. The single cylinder 
had the same dimensions as the two cylinders of finite height. 
The main result of CD in region (1) are as follows: The 
maximum and the minimum values of CD are found at 
x/d=l.5 and - 3 . 3 in a tandem arrangement, respectively. 
Further, the variation in CD in this region is not so large as 
those in the other regions. The drag in region (2) increases 
with reduced spacing and has a bottom line at 0 = 75 deg, 
which links the minimum values of each drag line. In region 
(3), the equidrag lines are almost parallel to the x axis, similar 
to the equilift lines. As a result, these charts of lift and drag 
correspond qualitatively to those of the two dimensional case 
of the two cylinders reported by Hori [1] and Zdravkovich 
[10]. 

In order to make clearer the variations in lift and drag 
induced by interference between the two cylinders, the ratio of 
Ci/Cm and CD/Cm with respect to angle of attack 0 for 
various parameters s/d should be investigated. The value of 
CL/C/X, attains a maximum when 0 = 15 and 165 deg for each 
value of s/d, as shown in Fig. 15. Taking the relative position 
of the two cylinders into account, the line between the centers 
of the two cylinders makes an angle 15 deg to the free stream 
direction. In this position, high values of lift occur on the two 
cylinders and their magnitude attains 0.6— < 10.7 times the 
magnitude of C ^ when s/d= 1.2. Moreover, the variation in 
CL attains 1.1 times the magnitude of Cm and its direction 
turns inversely when angle of attack changes from 15 to 60 
deg at the same spacing. Meanwhile, the value of CD/Cm 

attains a maximum when 0 = 75 deg and decreases with in­
creasing 4> beyond 0 = 75 deg, as seen in Fig. 16. The value of 
ColCm is almost a unit in the range O<0<135 deg when 
s/d=4.0. Further, in this region CL/Cm is almost zero, as 

seen in Fig. 15. Consequently, it is considered that the effect 
of the interference between the two cylinders is negligible in 
the region O < 0 < 135 degands/G?>4.0. 

Conclusions 

Time-averaged fluid forces acting on the two circular 
cylinders of finite height which were placed vertically and 
arranged differently on the plane floor were experimentally 
investigated, with the following major results: 

1) The trend of lift is classified into three regions: (1) 
O<0<3O deg, (2) 3O<0<12O deg and (3) 12O<0<18O deg. 
In region (1) lift has a positive value and increases with 
reduced spacing; in region (2) it has a negative value and its 
absolute value tends to increase with reduced spacing; in 
region (3) equilift lines are almost parallel to the direction of 
the free stream. 

2) The trend of drag is also classified into three regions 
similar to those of lift: In region (1) the variation in drag is 
not so large as those of the other regions; in region (2) the 
drag increases with reduced spacing; in region (3) the equidrag 
lines are parallel to the x axis, similar to the equilift lines. 

3) The effect of interference between the two cylinders 
becomes almost negligibly small when O<0<135 deg and 
s/d>4.0. Accordingly, time-averaged fluid forces of the two 
cylinders in this region are regarded as similar to those ob­
served in the case of a single cylinder. 
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New Skin Friction and 
Entrapment Correlations for 
Turbulent Boundary Layers 
A new correlation for the skin friction and two new correlations for the entrainment 
rate in turbulent boundary layers are presented. Relative to previous correlations, 
the new ones are at least as accurate, simpler to use, and applicable to separated 
flows. 

I Introduction 

A great many methods for the prediction of boundary layer 
behavior can be found in the literature; a number of good 
ones were tested in the 1968 conference (Kline et al. [1]) and 
more have appeared since. Although recent trends favor 
methods based on partial differential equations, there is an 
important role to be played by methods based on integral 
equations, i.e., ordinary differential equations derived by 
integrating the partial differential equations over the 
boundary layer. Such methods allow greater use of physical 
insight and intuition and have recently been shown by the 
authors and their colleagues (Kline et al. [2]; Bardina et al. 
[3]) to be able, with proper precautions, to handle separated 
flows more straightforwardly. Their principal disadvantage 
lies in the fact that integral methods require correlations 
which are highly empirical and therefore need to be rechecked 
and perhaps extended every time a new phenomenon is in­
troduced into the set of flows to be considered. 

Kline et al. [2] showed that a wide variety of boundary layer 
profiles are well fit by the Coles [4] wall-wake law. Fur­
thermore, by introducing the new parameters, 

h~-
H 

-, A = 5V5 (1) 

where H is the conventional shape factor, they were able to 
show that h = /i(A, Re*), and that the dependence on the 
displacement thickness Reynolds number Re* is weak, 
especially near separation. They were also able to make a 
distinction between incipient and full separation based on 
these parameters. 

The h — A correlation can be used to simplify the 
momentum integral equation, but, as in any integral method, 
a correlation is needed for the skin-friction coefficient, Cf, 
and an auxiliary equation is necessary. The latter can be any 
of a number of possibilities, but the most popular choice is the 
entrainment equation, which is essentially an integral form of 
the continuity equation for the boundary layer. A recent 
report (Childs et al. [5]) shows that this is the best choice 
among the equations in common use. 

Contributed by the Fluids Engineering Division for publication in the 
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Engineering Division, September 28, 1981. 

We thus need a skin-friction correlation and an entrainment 
correlation. Several of these already exist, but they also have 
weaknesses that leave room for improvement. Several skin-
friction correlations were reviewed by Escudier et al. [6] The 
Ludwieg-Tillman correlation is one of the better ones 
available, but it is not capable of dealing with reversed flows. 
Consequently, we shall seek a method which is as accurate as 
the Ludwieg-Tillman correlation for attached flows but which 
is capable of dealing with reversed flows as well. This is taken 
up in the next section. 

We have used the Bradshaw et al. [7] entrainment 
correlation with considerable success. Its major drawback is 
that it was found to consume most of the computing time in 
the boundary layer programs that we developed. This is not a 
serious difficulty for steady flows for which the computation 
time is almost trivial, but it does cause problems when applied 
to the unsteady case (Lyrio et al. [8]). Consequently, in 
Section III we shall present new correlations which seem to be 
as accurate as Bradshaw's and which are much simpler to use. 

These new correlations have been built into programs for 
computing both boundary layer and diffuser behavior for 
both steady and unsteady cases. The results, given in 
publications cited above, are quite satisfactory. 

II Skin-Friction Correlation 

Coles' profile can be written in the form, 

UT K V 

n 
+ 5.0+ - ( 1 - cos Try/5). 

(2) 

As stated above, it is capable of fitting a very wide range of 
boundary layer profiles, including ones with reverse flow if uT 

is allowed to be negative; this modification was first pointed 
out by Kuhn and Nielsen [9]. 

By integrating equation (2) over the boundary layer and 
using the fact that u = «„ at the edge of the boundary layer, it 
is not difficult to derive an implicit relation for the skin 
friction, 

VT = 
1-2A 

0.05 + lnlK rl+ln(/cReVA) 

where VT = UT/KU, 

(3) 

(sgn(T„)//c) Vcy/2. This relation can 
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Fig. 1 Skin friction correlation. Eleven data sets have been used in­
cluding cases of separating and separated flow. All of the data except 
those marked 1> are from the 1968 Conference [1]; the latter are due to 
Ashjaee et al. For details of the other sources, see the authors' report 
(Lyrio et al. [8]). 

be used for the skin friction, but it has the disadvantages of 
being implicit (thus requiring iterative solution) and of 
behaving badly in the neighborhood of separation (for which 
A = 0.5 and VT = 0). Thus we shall look for a simplification. 

The path to simplifying equation (2) is made easier by 
recognizing that equation (2) can be cast in terms of the 
nondimensional variables, 

y=K7-Re*/A,Z = (l-2A)Re*/A. (4) 

This suggests plotting the experimental data in the form Y 
versus Z, and this is done in Fig. 1. This plot clearly suggests a 
correlation of the form 

Y=AZN. (5) 
There are a number of methods one can use to get the fitting 

constants A and N. The first is simply to use a linear 
regression to fit a curve to the data. A second is to plot the 
Ludwieg-Tillman correlation in these coordinates and fit a 
curve of the type (5) to the result. Finally, one can plot the 
relationship (3) on this figure and fit a curve of the form (5) to 
it. As can be seen in the figure, all of these give good fits to the 
data, and all work quite well in practice. The constants ob­
tained are given in Table 1 below. Illustrative results will be 
given later. 

Table 1 Constants for the skin-friction curve fit 

Method 

Linear regression on data 
Ludwieg-Tillman 
Coles' profile 

A 

055 
0.62 
0.44 

N 
0T866 
0.855 
0.885 

The coefficients obtained using the linear regression lie 
between those corresponding to the Ludwieg-Tillman and 
Coles' correlations. The linear regression yields an explicit 
equation for the skin friction coefficient, 

/ A \ °-268 

Q = 0.1017 l l -2AI ' - 7 3 2 ( — J sign(l-2A) (6) -f-

Figure 2 compares the prediction of Ct with the experimental 
data of Simpson, etal. [10]. 

Il l Entrainment Correlation 

The entrainment rate is defined by 
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Fig. 2 Skin-friction coefficient. Comparison to Simpson's ex­
perimental results. 

E= 
f* 1 d 

udy= — — [ M „ ( 5 - 5 * ) 
Jo u„ dx 

(7) 

Experimental evaluation of the entrainment usually relies on 
the last expression. Because this requires one to evaluate 5, for 
which the uncertainty may be fairly high, and then dif­
ferentiate the result, the uncertainty in the measured en­
trainment is always quite large. The situation is especially 
poor for separated flows for which both 5 and 5* grow rapidly 
and for which there are few reliable measurements of these 
parameters. This means that any entrainment correlation is 
quite uncertain for separated flows. 

Several entrainment correlations have been presented in the 
literature. Head's [11] and Michel's [12] correlations are both 
based on shape factors and are easy to use and quite accurate 
for attached flows. However, they are not designed to deal 
with separated flows and do not fare well when applied to 
them. In a longer report (Lyrio et al. [8]) we have shown that 
Bradshaw's [7] method works well for both attached and 
separated flows but requires a considerable amount of 
computation for the evaluation of the maximum shear stress 
at each location. 

To account for nonequilibrium turbulent boundary layers, 
including upstream history and delay responses to abrupt 
changes in the pressure gradient, several authors have 
proposed the use of a lag equation, 
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Fig. 3 Entralnment correlation. The recommended correlation Is the 
smooth curve. Eleven data sets were used; all but two are from the 1968 
Conference [1]. The data denoted by • are from Simpson et al. [14], 
while those denoted by v are by Ashjaee et al. [15]; for the identity of 
the others see the authors' report (Lyrio et al. [8]). The data were dif­
ferentiated to obtain the entrainment, and the uncertainty is estimated 
as 20-30 percent. 

dQ _C 

~dx~ 5 ( Q e q " 
Q), (8) 

where Q is any of the quantities used in the model and Qeq is 
the "equilibrium" value (the one obtained if the boundary is 
maintained in its present state for a long time). Q may be the 
entrainment rate itself or some intermediate quantity used in 
the calculation. Lag equations of this type have been used by 
many previous authors; one of the earliest appears to have 
been Goldberg [13]. 

A common assumption in the derivation of entrainment 
methods is that the entrainment, which occurs in the outer 
part of the boundary layer, ought to be sensitive to 
parameters which measure the behavior of that part of the 
flow. In our case, the parameter A (or what is nearly 
equivalent, h) is the one which essentially does this. Con­
sequently, we plotted the entrainment data vs. A, as shown in 
Fig. 3, and the assumption of a functional relationship 
between E and A appears to be valid. It was found that the 
function, 

E = 4.24Ke (r^)' (9) 

where Ke is the pressure gradient parameter introduced by 
Kuhn and Nielsen [9], 

ATe = 0.13 +0.0038 e"^ 1 5 , /? = 
dp 

~dx ' 
(10) 

fits quite well. We found further that this equation should be 
used together with the lag equation (8), where Q = Eand C = 
0.025. After separation (for A > 0.5), no lag need be used. 
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Fig. 4 Entrainment correlation. Six data sets are shown. 

An even simpler correlation which can be used without a lag 

£=0.0083(1-A)- (12) 

and this is shown in Fig. 4. However, this correlation does not 
work well for accelerated flows. We have used it with con­
siderable success in diffuser calculations (Bardina et al. [3]) 
and recommend its use in such flows. 

We have not included examples of flows computed with 
these methods, as some of these have been presented 
elsewhere. A wide range of flows from the 1968 Conference 
[1] as well as those used in the 1980-81 Stanford Conferences 
[16], including separated flows, have been computed without 
serious discrepancy, and methods based on the correlations 
presented in this paper have been found to be at least as ac­
curate as any of the methods previously available, applicable 
to a wider range of flows, and faster computationally. 

IV Conclusions 

We have derived a new correlation for the skin friction 
coefficient and two new correlations for the entrainment rate 
in turbulent boundary layers. Relative to earlier methods, the 
new ones have the advantages that they are at least as ac­
curate, are capable of treating separated flows, and are 
simpler to apply. 
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D I S C U S S I O N 

H. L.Moses1 

The authors describe some new correlations that lead to a 
simple method of calculating turbulent boundary layers. Since 
a large amount of data has been used to develop and check 
these correlations, one would expect the resulting method to 
be quite reliable. 

The significant contribution, however, is the extension of 
the correlations to separated and unsteady flow. Although 
detailed measurements in separated flow are quite limited, the 
author's experience in this area is extensive and has, no doubt, 
entered into the correlations. 

It is not clear whether the authors simply integrated their 
equation (2) or included the viscous sublayer in forming the 
integral parameters. The difference is only important for low 
Reynolds numbers, but in that case it can be significant [1]. 

It is also not clear what the limitations of the correlations 
are. As the separated region becomes large, the assumed 

Professor of Mechanical Engineering, Virginia Polytechnic Institute and 
State University, Blacksburg, Va. 

velocity profiles result in an unresonably large negative 
velocity. In fact, the skin friction correlation very quickly 
exceeds the limited data for separated flow. This limitation 
was briefly discussed by Childs, et al. and reference [2], where 
these profiles have been used. A modification for large areas 
of separated flow was suggested in reference [3], which was 
similar to that sketched by Childs et al. Has this effect been 
included in the correlations? 

This writer takes a mild exception to the statement that 
Childs et al. show that the entrainment method is the "best" 
choice (over methods based on the monentum equation). This 
conclusion, however, which was based on an examination of 
the coefficients in the resulting ordinary differential 
equations, is certainly worthy of note. The implications that 
the coefficients are significantly different for the entrainment 
method and give better results with separated flow raises some 
interesting questions. Perhaps a correlation is better than 
attempting to satisfy the momentum equation with a model 
for reversed flow. 
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Authors' Closure 

Professor Moses has correctly pointed out a number of 
things that may not have been explained with sufficient clarity 
in out paper and we would like to take this opportunity to try 
to clarify them. 

Professor Moses is correct that one of the advantages of 
our method is the ability to deal with separation; another 
advantage is that it is much simpler computationally and leads 
to significant cost reductions. In the separated region our 
entrainment correlation (as indeed all other entrainment 
correlations) is extremely uncertain and we have found that, 
in some applications (not including the one in this paper), an 
ad hoc modification is necessary in order to obtain correct 
predictions.2 

The model of this paper does not incude a viscous sublayer. 
This is not a serious defect except, as Professor Moses points 
out, at low Reynolds number and, as shown in the paper, at 
high frequencies for which the Stokes layer thickness becomes 
the same size as the sublayer. We believe that the problem can 
be corrected without great difficulty. 

Finally, we should perhaps have been more careful about 
the statement that the entrainment method is the best method. 
Childs et al. show that this method performs somewhat better 
in the neighborhood of separation. However, other methods 
can be used with success. 

2 Bardina et al. (reference [3] of paper). 
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Draining of Tanks With Submerged Outlets 
or Without Vacuum Relief1 

J. Kubie.2 The authors' work is an important con­
tribution to the understanding of this difficult problem. 
However, further insight into an area of their work which 
deals with the problem of tank draining with air ingestion can 
be gained by reinterpreting their experimental results. The 
authors argue that the inception of air ingestion depends on 
the momentum of the draining liquid, and obtain the 
following condition for the inception. 

Pu-Pa , Plg(Zi-Zo) 
— n ' ?. = A 1 (1) 

The dimensionless parameter Kt was obtained ex­
perimentally as 0.001 <K, <0.002. The authors also suggest 
that Kx does not depend on the diameter of the outlet D or on 
Pi, but in view of the limited experimental evidence and large 
experimental uncertainty this is inconclusive. 

An alternative hypothesis can be made by suggesting that 
the inception of air ingestion depends on the relative velocity 
of incoming air bubbles vB and the draining liquid v. 

Velocity of air bubbles in liquid-filled pipes was in­
vestigated previously [3]. Using the results of that study, and 
assuming that they are applicable also in this case, the velocity 
of air bubbles which could potentially be ingested is given as 

vB=k(gD)' (16) 

where k is a constant of the order of unity. The mean velocity 
of the draining liquid can be obtained as 

„ = 2 » ( g [ z , - z 0 ] + ^ - ^ ) 
V p, / 

(17) 

By F. T. Dodge and E. B. Bowles, published in the March, 1982, issue of the 
JOURNAL OF FLUIDS ENGINEERINO, Vol. 104, pp. 67-71. 

Nuclear Safety Branch, Central Electricity Generating Board, Health and 
Safety Department, London EC4, England. 

Finally, it is assumed that air ingestion commences when 
v = vB, from which the parameter Kx is obtained as 

k2 gPiD 
2 P„ 

K, = (18) 

For the cases investigated Kx =0.001, as was observed 
experimentally. 

The importance of this hypothesis is not in the, perhaps 
fortuitous, agreement between the theoretical and ex­
perimental values of K{, but in that Kx appears to be a 
function of the dimensionless parameter gp,DIPa, which has 
implications for the extrapolation of the results to larger 
scales. 

Additional Reference 
3 Zukoski, E. E., "Influence of Viscosity, Surface Tension, and Inclination 

Angle on Motion of Long Bubbles in Closed Tubes," J. FluidMech., Vol. 25, 
No. 4, 1966, pp. 821-837. 

Authors' Closure 

The authors appreciate the complimentary remarks by the 
discusser and agree with him that the conditions required to 
initiate bubble ingestion have not yet been settled. Equation 
(1) was a working hypothesis that correlated our data. Since 
both the density of the liquids used in the tests and the 
diameter of the relatively small hole were varied by only about 
50 percent, it is possible that any dependency of K{ on these 
parameters was masked by the scatter in the test data. The 
correlation suggested by the discusser (equation (16)) 
represents a physically plausible mechanism and also fits our 
data. Clearly, tests covering a much wider range of 
parameters are needed to decide between the two correlations. 
It should be noted, however, that the hole diameter cannot be 
greatly increased, because then air would enter only through 
the upper part of the hole, thus violating one of the assump­
tions upon which both equations (1) and (16) are based. 
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Advances in Transport Processes, edited by A. S. Mujumdar, 
Halstead Press/Wiley Eastern Limited, New Delhi. Vol. I, 
1980, 263 pp., price $27.95. Vol. II, 1982, 432 pp., price 
$37.95. 

REVIEWED BY FRANK M. WHITE 

These two volumes mark the beginning of a new cloth-
bound series of review articles on fluid dynamics and other 
aspects of transport processes. The articles are wide-ranging, 
with a diverse international authorship. The books are printed 
in India with excellent type composition and clear, sharp 
figures. However, the paper is of rather poor quality - thin, 
rough, and porous - the benefit to the reader being a con­
siderably lower price than comparable review series. 

Volume I presents five reviews of about 50 pages each: 
Blood Flow, by V. L. Shah; Two-Phase Gas Non-Newtonian 
Flow, by R. Mahalingam; Mass Transport in Electrochemical 
Systems, by T. Z. Fahidy and S. Mohanta; Numerical 
Methods for Viscous Flow Problems, by M. M. Gupta; and 
Mixing of Viscous Newtonian and Non-Newtonian Fluids, by 
V. V. Chavan and R. A. Mashelkar. In general, the articles 
are less general than they sound. For example, Shah's blood 
flow review is primarily concerned with entrance and dif­
fusion effects in straight tube flow. Similarly, Gupta's 
numerical methods review concentrates on the traditional 
stream function/vorticity technique plus a brief discussion of 
the MAC method. One senses that these articles, though very 
interesting to the nonexpert such as this reviewer, are not 
presenting the state of the art as described, say, in the 
program of the last ASME Winter Annual Meeting. They do 
serve the goal expressed by the editors that engineer readers 
learn about scientific advances in transport processes while 
scientists learn about the practical problems to be faced. 

Volume II contains six reviews: Modelling of Aquatic 
Systems, by L. T. Fan et al.; Non-Newtonian Circular Entry 
Flows, by D. V. Boger; Electrohydrodynamic Enhancement 
of Convective Transfer, by F. A. Kulacki; Dust Removal 
from Gas Streams by Filters, by S. C. Saxena and W. M. 
Swift; Multiphase Flow Models, by R. W. Lyczkowski et al.; 
and Movement of Particles in Flow Fields, by H. Brauer. 
Again the work may be somewhat dated and not too general. 
Brauer's review of particle motion, for example, leans heavily 
on simple drag correlations and flow field descriptions and is 
much less general than a gas-particle textbook we reviewed 
here in December 1981. The review of multiphase flow models 
does seek generality at the expense of being utterly uncritical: 
model after model is thrown at us without recommendations 
or judgments. Kulacki's review of electrohydrodynamic 
enhancement was especially interesting and educational. 

This new review series serves a good purpose of educating 
engineers to new fields of fluids engineering. They are 
recommended especially for library acquisition. 

How to Write and Publish Engineering Papers and Reports, 
by H. B. Michaelson, ISI Press, Philadelphia, 1982, 158 pp., 
price $17.95. 

REVIEWED BY FRANK M. WHITE 

A how-to-do-it book on this topic is normally a turn-off for 
research engineers, who might typically grumble, "I don't 
need no double-dome English teachers to show me how to 
write good." And they are often right. Further, a positive 
review by myself might be interpreted merely as an act of self-
defense in my role as a Transactions editor. 

But this book is a jewel. There is no one I know who would 
fail to benefit from it. This author has put so much thought 
and insight into the manuscript and knows so much more 
about writing and publishing than the rest of us that it isn't 
funny. The reviewer is filled with editor-envy. 

The title only hints at the broad scope of the book. There 
are 22 chapters covering every phase of engineering com­
munications, beginning with the selection of the proper 
journal and audience. There is a chapter on writing abstracts 
- did you know there are three different kinds of abstract, 
each with a different purpose? There is a chapter on 
organizing and writing as you go, thus preserving the ex­
citement of the research as it occurred. There is a chapter on 
how to select and draw proper illustrations. 

A chapter on word processing and home computers conveys 
the subtle power of these new tools, in addition to describing 
the newest software packages which correct spelling, replace 
poor words with better synonyms, punctuate, proofread, and 
improve the style of manuscripts. And there is a very useful 
chapter showing how to compile a bibliography either by 
hand or by computer search. What not to do is explained also. 

There are chapters on how to deal with journal editors and 
how to rebut critical reviewers. There is a complete list of 
proofreading symbols and how to use them. And there is a 
long section on how to prepare and deliver an oral presen­
tation, including tips on visual aids. 

A softcover version is also available at $11.95. If every 
reader and contributor to the JFE would read this book, a 
measurable improvement in our meetings and journals would 
be predicted by this reviewer. 

An Album of Fluid Motion, edited by Milton van Dyke, The 
Parabolic Press, PO Box 3032, Stanford CA 94305, 1982, 176 
pp, price $10.00 (paperback). 

REVIEWED BY FRANK M. WHITE 

One of the glories of fluid mechanics is its ready adap­
tability to flow visualization techniques. This book celebrates 
that fact with an album of 282 photographs of flow 
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